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Abstract

As scale of integration in VLSI chips increases, designers are paying more attention to the computational efficiency of the CAD tools. The key to developing efficient algorithms is a concise, yet effective, representation of functions. This function representation must satisfy two important attributes: canonicity and compactness. A canonical representation simplifies the detection of function properties such as unateness and symmetry checking. A compact representation ensures the efficiency of function manipulation.

Ordered Binary-Decision Diagram (OBDD) is a compact, canonical, graphical representation of Boolean functions. OBDDs have been used in many tasks encountered in computer aided design, combinatorial optimization, mathematical logic, and artificial intelligence. While OBDDs are very effective for problems which can be solved through symbolic Boolean manipulation, they are not so effective for those requiring arithmetic operations in the integer domain.

This thesis presents a new data structure called Edge-Valued Binary-Decision Diagram (EVBDD) which can represent and manipulate integer functions more efficiently than the OBDD representation. Because Boolean functions are special cases of arithmetic functions, EVBDDs can also be used to represent Boolean functions. With this property, EVBDDs are particularly useful for applications which require both Boolean and integer operations. This thesis also contains a number of applications which demonstrate the effectiveness of the EVBDDs and OBDDs. These applications include the following: showing the equivalence between a Boolean function and an arithmetic function, solving integer linear programming problems, showing the equivalence between two Boolean functions modulo input/output permutation, and function decomposition for the synthesis of multilevel circuits and look-up table based field programmable gate arrays.
Chapter 1

Introduction

1.1 CAD for VLSI Design

As scale of integration in VLSI chips increases, the need for computer-aided design (CAD) tools that can quickly produce correct and near-optimal designs increases. Efficient data structures and algorithms are the key to developing such tools.

The goal of CAD tools is to automate the transformation from the highest level of abstraction in the behavioral domain to the lowest level in the physical domain. There are five different levels of abstraction: system, algorithmic, register-transfer, logic, and physical design level. Different levels require different synthesis techniques to improve the design quality and verification tools to ensure the design correctness.

System-level synthesis transforms a system-level specification (protocols and processes) to one or more subsystem descriptions at the algorithmic level. The techniques used are system-level partitioning and behavioral transformations [72]. Proof theory and theorem-prover are very useful for proving the correctness at this level. For example, an arbiter was proved in [5] by using first-order logic and a microprocessor was proved in [24] by using higher-order logic.
The behavior of the algorithmic level is specified as operations and computation sequences on inputs to produce required outputs. Algorithmic-level synthesis, or high-level synthesis, performs the following tasks: functional units of appropriate types and number have to be selected, operations have to be assigned to time slots, and operations need to be assigned to specific functional units. These tasks are called resource allocation, scheduling, and resource assignment, respectively. Examples of CAD tools for high-level synthesis are ADAM [77], CADDY [45], HAL [81], and OLYMPUS [35]. Verification techniques used in this level are the ones used for proving the correctness of software programs [33, 71].

Finite state systems are the behavioral description for the control path at the register-transfer level. Typical synthesis tasks for controllers include the selection of an appropriate controller architecture, state assignment, input/output encoding, and decomposition of controllers into smaller interacting finite state machines. Examples of synthesis tools at this level include CAPPUCINO [34], MUSTANG [36], and NOVA [98]. CIRCAL [73] used a combination of finite state machines and event models to prove the equivalence of finite state systems. Recently, ordered binary-decision diagrams (OBDDs) [16] has been used to model and prove the equivalence of finite state machines [25].

At the logic level, the behavior is described by Boolean functions. Logic synthesis is often divided into two-level and multilevel. Although the two-level synthesis is simpler, the multilevel synthesis usually produces much more compact, thus economic, designs. The tasks performed in this level are finding minimal covers for two-level logic and extracting common sublogic for multilevel logic. The most successful tools for logic synthesis are ESPRESSO [14] (for two-level) and MIS [15] (for multilevel). Showing the equivalence of Boolean functions is conventionally carried out by tautology checking. Because of the canonical and compact properties of OBDDs, verifying Boolean functions using OBDDs has become popular [70].
At the physical design level, the circuit representation of each component is converted into a geometric representation. The tasks performed at this level include partitioning, floorplanning, placement, routing, and compaction. Examples of layout tools are [62, 100], Bear [30], and TimberWolf [89]. Design verification consists of design rule checking and circuit extraction. Design rule checking is a process which verifies that all geometric patterns meet the design rules imposed by the fabrication process. After design rule checking, functionality of the layout is verified by circuit extraction. Examples of these tools are DRC and EXTRACT commands in MAGIC [67].

1.2 Logic Synthesis

Logic synthesis denotes the problem of transforming a specification to an implementation such that some cost functions are minimized. Logic synthesis usually contains two phases: a technology-independent step which manipulates general Boolean functions and a technology-mapping step which maps Boolean functions into a set of devices in a specific target technology.

The technology-independent phase in logic synthesis is usually divided into two substeps: logic restructuring which identifies common sublogic to produce a near-optimal structure and logic minimization which optimizes the logic with respect to the structure obtained in the previous step. This thesis only considers the problem of identifying common sublogic.

There are two approaches for identifying common sublogic: algebraic and Boolean methods. The algebraic methods are fast because the logic function is represented and manipulated as an algebraic expression. Some optimality may, however, be lost as Boolean identities are not exploited by the algebraic methods.
The algebraic approach is based on the division operation, namely, $f = qd + r$ where $q$, $d$, and $r$ are the quotient, divisor, and remainder, respectively. The theory of division was studied by Brayton and McMullen [13] and well developed in the MIS package [15]. The problem thus reduces to that of finding good divisors. Because the number of divisors is huge, usually only a subset of the divisors are used. For examples, [15] uses kernels (cube-free primary divisors) and [97] uses double- and single-cubes. Division can be carried out by algebraic [15], coalgebraic [52], and Boolean [15] methods. The division-based methods are directly applicable to both single- and multiple-output functions.

The Boolean approach is based on the decomposition operation, namely, $f(X,Y) = f'(g(X),Y)$ where the number of inputs of $f'$ is smaller than that of $f$. The theory of decomposition was pioneered by Ashenhurst [1], Curtis [27], and Roth and Karp [82]. Because Boolean methods usually take more time to operate, an effective representation and efficient manipulation of functions is the key to the success of these methods. For representing functions, Karnaugh maps, which are not a compact representation, are used in [1, 27, 50] and cubes, which are not a canonical representation, are used in [54, 61, 82].

### 1.3 Logic Verification

Logic verification denotes the problem of showing the equivalence between a specification of the intended behavior and a description of the implemented design. Based on how circuit behavior is modeled, two logic verification approaches can be identified: logical and functional approaches. In the logical approach, a circuit is viewed as an entity which 'formulates' a predicate by itself [9, 19, 49]. It takes an (input, output) pair and returns a value true or false. Logical inference is the main technique to show the equivalence relation between two behaviors. The main advantage of this approach is that the proof theory and theorem-provers are well
developed. The expressive power of higher order logic [19, 49] and the capability of modeling timing behavior of interval temporal logic [79] also make this approach appealing. Some disadvantages of this approach are: not every description is executable [79], the ‘false implies everything’ problem [19], and it requires experts in theorem proving (instead of the circuit designer) to setup the proof.

In the functional approach, a circuit is viewed as an entity which ‘denotes’ a function [6, 10, 16, 25]. Usually, it can process inputs to produce outputs. Thus, it provides the capability of simulation. A typical technique applicable for this approach is transformation. That is, transforming from a ‘source’ form (e.g., a FSM) to a ‘target’ form (e.g., a reduced FSM) based on a set of identity laws or rewrite rules. Although the basic reasoning technique is restricted to identity substitutions, the loss of proving power is not as much as expected [10]. Moreover, circuits modeled by functions are closer to the way designers think, thus it is easier for them to carry out the proofs themselves.

The correctness of a circuit design can only be proved up to the specification used. For example, if the behavior of a 64-bit adder is specified through 65 Boolean functions (64 bits plus carry), then the behavior of arithmetic addition can never be proved. On the other hand, if the specification language allows to specify the operator ‘+’ directly (e.g., ‘x + y’), then the correctness is up to the arithmetic addition. Although OBDDs have become a popular tool for showing the equivalence of Boolean functions, they cannot directly verify the correctness of arithmetic behavior.

When proving the correctness of circuit designs, we may not know in advance the correspondence of inputs between the specification and the implementation. This usually happens when different tools have been used at various stages which have their own naming conventions. A similar situation also arises in the technology-mapping stage of logic synthesis. In this stage, we want to map parts of a Boolean network (synthesized by technology-independent stage) to library
cells which represent circuits in a specific technology. In these cases, we need to permute the inputs in order to find the correspondence between pins on the cell and inputs to the candidate match and show the equivalence. This is referred as \textit{Boolean matching}. Existing Boolean matching techniques [68, 69, 86] are aimed at technology mapping where a Boolean function is usually assumed to have a small number of inputs (e.g., \( n \leq 8 \)). Furthermore, these techniques deal with only single-output Boolean function. For logic verification, these techniques must be extended to functions with large number of inputs and/or outputs.

\section{1.4 Design Data Representation}

One key approach to developing efficient CAD tools is to use an effective representation of functions. An effective function representation must satisfy two important attributes: canonicity and compactness. A canonical representation simplifies the detection of function properties (e.g., equivalence checking); A compact representation provides the efficiency of function manipulation.

Truth tables, Karnaugh maps, sum of minterms, and exclusive sum of minterms (fixed-polarity Reed-Muller expressions) are canonical, but not compact, representations of Boolean functions. Applications based on these representations are only practical for small number of inputs. On the other hand, sum of products, product of sums, and factored Boolean expressions are compact, but not canonical, representations of Boolean functions.

Ordered Binary-Decision Diagram (OBDD) [16] is a graphical representation of Boolean functions which is both canonical and compact. With the canonical property of OBDDs, we can easily detect many Boolean properties such as the number of supporting variables, the unateness of variables, and the symmetry between variables. With the compactness property of OBDDs, we can effectively carry out many Boolean operations. For example, tautology checking and complementation
take constant time while conjunction and disjunction take polynomial time in the size of OBDDs. Although the number of nodes in the OBDD representation may be exponential in the input size, OBDDs have a reasonable size in many practical applications [66].

Edge-Valued Binary-Decision Diagrams (EVBDDs) [28] can represent and manipulate integer functions more efficiently. Because Boolean functions are special cases of arithmetic functions, we can also use EVBDDs to represent Boolean functions. With this property, EVBDDs are particularly useful for applications which require both Boolean and integer operations.

1.5 Integer Linear Programming

Integer linear programming (ILP) is an NP-complete [42] problem which appears in many CAD problems. For examples, [55] used a 0-1 ILP technique to solve the resource constrained scheduling problem in high level synthesis, [39] formulated the problem of the optimization of complex data-paths relative to a repertoire of specified operations as a 0-1 ILP problem, and [21] employed a 0-1 ILP technique to partition input variables for PLA decomposition.

An ILP problem is to find the maximum (or minimum) of a goal function subject to a set of linear inequality constraints. Each constraint defines a feasible subspace which can be represented as a Boolean function. The conjoining of these constraints (i.e., the conjunction of the corresponding Boolean functions) defines the overall feasible subspace. The problem is then solved by finding the maximum (or minimum) of the goal function over the feasible subspace.
1.6 Organization of the Thesis

The remainder of this thesis is organized as follows. Chapter 2 contains the syntax, semantics, operations, and properties of the Edge-Valued Binary-Decision Diagrams (EVBDDs) [28]. Because Boolean functions are special cases of arithmetic functions, we also can use EVBDDs to represent Boolean functions. With this property, EVBDDs are particularly useful for applications which require both Boolean and integer operations. Furthermore, EVBDDs enjoy certain properties such as additive, bounding, and domain-reducing properties, which are not seen in OBDDs. With these properties, we can effectively perform arithmetic operations and branch and bound algorithms by using EVBDDs.

Chapters 3 describes a verification paradigm based on the interpretation of designs [51]. For example, we interpret a design in Boolean function form as implementing an arithmetic function. We then can use EVBDDs to show the equivalence between Boolean functions and arithmetic functions. To cope with conditional statements and array data structure, EVBDD is extended to Structured EVBDDs (SEVBDDs) [28].

Chapter 4 presents an OBDD-based Boolean matching algorithm which works for both logic verification and technology mapping. The algorithm is based on checking whether two OBDDs are isomorphic. In particular, the algorithm is carried out in a level-first manner which permits significant pruning of the search space. In addition, a set of filters which further improve the the performance of the matching algorithm is presented. It also present a method of analyzing the effectiveness of a filter and rank the various filters based on their effect/cost ratio.

The application of EVBDDs to solving ILP is presented in Chapters 5. This approach combines benefits of the EVBDD data structure (in terms of subgraph sharing and caching of computation results) with the state-of-the-art ILP solving techniques. In addition, the construction and conjunction of constraints in terms
of EVBDDs are carried out in a divide and conquer manner in order to manage the space complexity.

The theory and practices of OBDD-based function decomposition are investigated in Chapter 6. This provides the basis for extracting common sublogic from multiple-output functions. The set of decomposition algorithms presented handle disjunctive and nondisjunctive decompositions, decomposition on completely and incompletely specified functions, and decomposition for single- and multiple-output functions.

Conclusions are given in Chapter 7.
Chapter 2

Edge-Valued Binary-Decision Diagrams

This chapter first gives a brief review of OBDDs [16]. It then presents the syntax, semantics, operations, and properties of EVBDDs. It also presents the analysis of computational complexity of EVBDD operations and the comparison of representing Boolean functions by EVBDDs and OBDDs.

2.1 Ordered Binary-Decision Diagrams

Definition 2.1.1 [16] An OBDD is a directed acyclic graph consisting of two types of nodes. A nonterminal node \( v \) is represented by a 3-tuple \((\text{variable}(v), \text{child}_l(v), \text{child}_r(v))\) where \(\text{variable}(v) \in \{x_0, \ldots, x_{n-1}\}\). A terminal node \( v \) is either \( 0 \) or \( 1 \). There is no nonterminal node \( v \) such that \( \text{child}_l(v) = \text{child}_r(v) \), and there are no two nonterminal nodes \( u \) and \( v \) such that \( u = v \). There exist an index function \( \text{index}(x) \in \{0, \ldots, n-1\} \) such that for every nonterminal node \( v \), either \( \text{child}_l(v) \) is a terminal node or \( \text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_l(v))) \), and either \( \text{child}_r(v) \) is a terminal node or \( \text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_r(v))) \).

The function denoted by \( (x, v_l, v_r) \) is \( x f_l + \bar{x} f_r \) where \( f_l \) and \( f_r \) are the functions denoted by \( v_l \) and \( v_r \), respectively. The functions denoted by \( 0 \) and \( 1 \) are the constant function \( 0 \) and \( 1 \), respectively.
The following notation are used throughout this thesis.

1. The left edge of a node represent 1 or the true edge and the right edge represents 0 or the false edge.

2. $v$ represents both an OBDD node and the OBDD rooted by node $v$.

3. $\text{index}(v)$ : the index of the variable associated with node $v$. If $v$ is a terminal node, then $\text{index}(v) = n$.

4.

$$l_{\text{child}}(v, i) = \begin{cases} \text{child}_i(v) & \text{if index}(v) = i, \\ v & \text{otherwise.} \end{cases}$$

$$r_{\text{child}}(v, i) = \begin{cases} \text{child}_r(v) & \text{if index}(v) = i, \\ v & \text{otherwise.} \end{cases}$$

5. $\text{new}_\text{obdd}(x, l, r)$ returns an OBDD node $v$ such that $\text{variable}(v) = x$, $\text{child}_i(v) = l$, and $\text{child}_r(v) = r$.

**Definition 2.1.2** Given an OBDD node $v$ representing $f(x_0, \ldots, x_{n-1})$ and a bit vector $(b_0, \ldots, b_{i-1})$, the function eval is defined as

$$\text{eval}(v, \langle \rangle) = v,$$
$$\text{eval}(v, (b_0, \ldots, b_{i-1})) = v',$$

where $v'$ is the OBDD representing function $f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1})$. When $i$ is known, $\text{eval}(v, p)$ will be used for $\text{eval}(v, (b_0, \ldots, b_{i-1}))$ where $p = 2^{i-1}b_0 + \ldots + 2^0b_{i-1}$.

**Example 2.1.1** The carry and sum functions of a full adder represented by OBDDs are shown in Fig. 2.1. From Def. 2.1.1, function carry is derived as follows:
Figure 2.1: OBDD representation of a full adder: (a) carry (b) sum.

\[ f_{\text{carry}} = x f_a + \overline{x} f_b = x y + x \bar{y} z + \overline{x} y z = x y + x z + y z, \]
\[ f_a = y 1 + \bar{y} f_c = y + \bar{y} z, \]
\[ f_b = y f_c + \bar{y} 0 = y z, \]
\[ f_c = z 1 + \bar{z} 0 = z. \]

From Def. 2.1.2, the evaluation of \( x = 1 \) in carry results node \( a \), that is, \( \text{carry}(1, y, z) = a \); the evaluation of \( x = 1 \) and \( y = 0 \) results node \( c \); the evaluation of \( x = 1 \), \( y = 0 \), and \( z = 1 \) results 1. \( \square \)

2.2 Definitions

EVBDDs are directed acyclic graphs constructed in a similar way to OBDDs. As in OBDDs, each node either represents a constant function with no children or is associated with a binary variable having two children, and there is an input variable ordering imposed in every path from the root node to the terminal node. There is, however, an integer value associated with each edge in EVBDDs. Furthermore, the semantics of these two graphs are quite different. In OBDDs, a node \( v \) associated with variable \( x \) denotes the Boolean function \((x \land f_l) \lor (\overline{x} \land f_r)\), where \( f_l \) and \( f_r \) are functions represented by the two children of \( v \). On the other hand, a node \( v \) in an EVBDD denotes the arithmetic function \( x(v_l + f_l) + (1 - x)(v_r + f_r) \), where \( v_l \) and \( v_r \) are values associated with edges going from \( v \) to its children, and
$f_i$ and $f_r$ are functions represented by the two children of $v$. To achieve canonical property, we enforce $v_r$ to be 0.

EVBDDs constructed in the above manner are more related to pseudo Boolean functions [47] which have the function type $\{0,1\}^n \rightarrow \text{integer}$. For example, $f(x, y, z) = 3x + 4y - 5xz$ with $x, y, z \in \{0,1\}$ is a pseudo Boolean function, and $f(1,1,0) = 7$ and $f(1,1,1) = 2$. However, for functions with integer variables, we must convert the integer variables to vectors of Boolean variables before using EVBDDs. In the above example, if $x \in \{0,\ldots,5\}$, then $f(x, y, z) = 3(4x_2 + 2x_1 + x_0) + 4y - 5(4x_2 + 2x_1 + x_0)z$ and $f(4,1,1) = -4$.

By treating Boolean values as integers 0 and 1, EVBDDs are capable of representing Boolean functions and perform Boolean operations. Furthermore, when Boolean functions are represented by OBDDs and EVBDDs, they have the same size and require the same time complexity for performing operations. Thus, EVBDDs are particularly useful in applications which require both Boolean and integer operations.

The following definitions describe the syntax and semantics of EVBDDs.

**Definition 2.2.1** An EVBDD is a tuple $(c,f)$ where $c$ is a constant value and $f$ is a directed acyclic graph consisting of two types of nodes:

1. There is a single terminal node with value 0 (denoted by $0$).

2. A nonterminal node $v$ is a 4-tuple $(\text{variable}(v), \text{child}_l(v), \text{child}_r(v), \text{value})$, where $\text{variable}(v)$ is a binary variable $x \in \{x_0,\ldots,x_{n-1}\}$.

There is no nonterminal node $v$ with $\text{child}_l(v) = \text{child}_r(v)$ and $\text{value} = 0$, and there are no two nodes $u$ and $v$ such that $u = v$. There exists an index function $\text{index}(x) \in \{0,\ldots,n-1\}$ such that for every nonterminal node $v$, either $\text{child}_l(v)$ is a terminal node or $\text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_l(v)))$, and either $\text{child}_r(v)$ is a terminal node or $\text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_r(v)))$. If $v$ is the terminal node $0$, then $\text{index}(v) = n$. 13
Definition 2.2.2 An EVBDD \((c,f)\) denotes the arithmetic function \(c + f\) where \(f\) is the function denoted by \(f\). \(0\) denotes the constant function 0, and \(\langle x, l, r, v \rangle\) denotes the arithmetic function \(x(v + l) + (1 - x)r\).

In the graphical representation of an EVBDD \((c,f)\), \(f\) is represented by a rooted, directed, acyclic graph and \(c\) by a dangling incoming edge to the root node of \(f\). The terminal node is depicted by a rectangular node labelled 0. A nonterminal node is a quadruple \(\langle x, l, r, v \rangle\), where \(x\) is the node label, \(l\) and \(r\) are the two subgraphs rooted at \(x\), and \(v\) is the label assigned to the left edge of \(x\).

Example 2.2.1 Fig. 2.2 shows two arithmetic functions \(f_0 = 3 - 4x + 4xy + xz - 2y + yz\) and \(f_1 = 4x_0 + 2x_1 + x_2\) represented in EVBDDS. The second function is derived as follows:

\[
\begin{align*}
    f_1 &= 0 + f_{x_0}, \\
    f_{x_0} &= x_0(4 + f_{x_1}) + (1 - x_0)f_{x_1} = 4x_0 + 2x_1 + x_2, \\
    f_{x_1} &= x_1(2 + f_{x_2}) + (1 - x_1)f_{x_2} = 2x_1 + x_2, \\
    f_{x_2} &= x_2(1 + 0) + (1 - x_2)0 = x_2.
\end{align*}
\]

Note that an EVBDD requires only \(n\) nonterminal nodes to represent an \(n\) variable linear function, for example, Fig. 2.2 (b) is a linear function which can also be interpreted as a 3-bit integer.

Definition 2.2.3 Given an EVBDD \((c,f)\) with variable ordering \(x_0 < \ldots < x_{n-1}\), the evaluation of \((c,f)\) with respect to an input pattern \(b = \langle b_0, \ldots, b_{i-1} \rangle\), \(0 \leq i < n\) is defined as follows:

\[
eval((c,0), b) = c,
\]

\[
eval((c, (x_j, l, r, v)), b) = \begin{cases} 
    \eval((c + v, l), b) & \text{if } j < i \text{ and } b_j = 1, \\
    \eval((c, r), b) & \text{if } j < i \text{ and } b_j = 0, \\
    \langle c, (x_j, l, r, v) \rangle & \text{if } j \geq i.
\end{cases}
\]

14
From the above definition, function values in an EVBDD representation are obtained by summing edge values (right edge values are always set to 0) along the path associated with the input assignment. For example, in Fig. 2.2 (a), the function value of $x = 1, y = 0$ and $z = 1$ is $3 + (-4) + 0 + 1 = 0$, and the function value of $x_2 = 1, x_1 = 0$ and $x_0 = 1$ in Fig. 2.2 (b) is $0 + 4 + 0 + 1 = 5$.

EVBDD is a canonical representation of functions from $\{0, 1\}^n$ to the set of integers. This is stated in the following lemma.

**Lemma 2.2.1** Two EVBDDs $(c_f, f)$ and $(c_g, g)$ denote the same function (i.e., $\forall b \in B^n$, $eval((c_f, f), b) = eval((c_g, g), b)$), if and only if $c_f = c_g$ and $f$ and $g$ are isomorphic.

Proof: Sufficiency: If $c_f = c_g$ and $f$ and $g$ are isomorphic, then $\forall b \; eval((c_f, f), b) = eval((c_g, g), b)$ directly follows from the definitions of isomorphism and $eval$.

Necessity: If $c_f \neq c_g$ then let $b = \langle 0, \ldots, 0 \rangle$ be the input assignment to $f$ and $g$ (e.g., Fig. 2.3 (a)). We have the following

$$eval((c_f, f), b) = c_f \neq c_g = eval((c_g, g), b).$$

Thus, we focus on the latter condition on $f$ and $g$. We want to show if $f$ and $g$ are not isomorphic, then $\exists b \in B^n$ such that $eval((0, f), b) \neq eval((0, g), b)$. Without loss of generality, we assume $index(variable(f)) \leq index(variable(g))$. Let $k = n - index(variable(f))$, we prove the lemma by induction on $k$. 


Base: When \( k = 0 \), \( f \) is a terminal node and so is \( g \). Furthermore, \( f = g = 0 \).

Thus, \( f \) and \( g \) are isomorphic.

Induction hypothesis: Assume it is true for \( n - \text{index}(\text{variable}(f)) < k \).

Induction: We show that the hypothesis holds for \( n - \text{index}(\text{variable}(f)) = k \).

Let \( f = (x_{n-k}, f_1, f_g, v_f) \).

**case 1**: \( n - \text{index}(\text{variable}(g)) = k \), that is, \( g = (x_{n-k}, g_1, g_g, v_g) \).

If \( v_f \neq v_g \), let \( b = (\ldots, 0, 1, 0, \ldots) \), that is, \( b_{n-k} = 1 \) and \( b_i = 0, \forall i \neq n - k \), then \( \text{eval}(\langle 0, f \rangle, b) = v_f \neq v_g = \text{eval}(\langle 0, g \rangle, b) \) (e.g., Fig. 2.3 (b)). If \( v_f = v_g \), then either \( f_1 \) and \( g_1 \) are nonisomorphic, or \( f_r \) and \( g_r \) are nonisomorphic.

**subcase 1**: If \( f_1 \) and \( g_1 \) are not isomorphic, then from \( n - \text{index}(\text{variable}(f_1)) < k \), \( n - \text{index}(\text{variable}(g_1)) < k \), and induction hypothesis, there exists \( b = (b_0, \ldots, b_{n-1}) \) such that \( \text{eval}(\langle 0, f_1 \rangle, b) \neq \text{eval}(\langle 0, g_1 \rangle, b) \). Let \( b' = (b'_0, \ldots, b'_{n-1}) \) such that \( b'_{n-k} = 1 \) and \( b'_i = b_i \) for \( i \neq n - k \), then \( \text{eval}(\langle v_f, f_1 \rangle, b') \neq \text{eval}(\langle v_g, g_1 \rangle, b') = \text{eval}(\langle 0, g \rangle, b') \) (e.g., Fig. 2.3 (c)).

**subcase 2**: Otherwise, \( f_r \) and \( g_r \) are not isomorphic, then by similar arguments, letting \( b'_{n-k} = 0 \) and \( b'_i = b_i, \forall i \neq n - k \) will result in \( \text{eval}(\langle 0, f \rangle, b') \neq \text{eval}(\langle 0, g \rangle, b') \).

**case 2**: \( n - \text{index}(\text{variable}(g)) < k \).

By definition of reduced EYBDD, we cannot have both \( (v_f = 0) \) and \( (f_1 \) and \( f_r \) are isomorphic). If \( v_f \neq 0 \), let \( b_{n-k} = 1 \) and \( b_i = 0 \) for \( i \neq n - k \), then \( \text{eval}(\langle 0, f \rangle, b) = v_f \neq 0 = \text{eval}(\langle 0, g \rangle, b) \) (e.g., Fig. 2.3 (d)). (Since \( g \) is independent of the first \( n - k \) bits.) Otherwise, \( f_1 \) and \( f_r \) are not isomorphic and at least one of them is not isomorphic to \( g \). If \( f_1 \) (\( f_r \)) and \( g \) are not isomorphic, then by induction hypothesis, there exist a \( b \) such that \( \text{eval}(\langle 0, f_1(f_r) \rangle, b) \neq \text{eval}(\langle 0, g \rangle, b) \). Again, let \( b'_{n-k} = 1(0) \) if \( f_1(f_r) \) is not isomorphic to \( g \), and \( b'_i = b_i \) for \( i \neq n - k \), \( \text{eval}(\langle 0, f \rangle, b') \neq \text{eval}(\langle 0, g \rangle, b') \). \( \square \)
Figure 2.3: Examples for proving canonical property.

2.3 Operations

The following algorithm describes the function (EVBDD) apply which takes \((c_f, f), (c_g, g)\), and \(op\) as arguments and returns \((c_h, h)\) such that \(c_h + h \equiv (c_f + f) \text{ op } (c_g + g)\) where \(op\) can be any operator which is closed over the integers.

In algorithm apply, a terminal case (line 1) occurs when the result can be computed directly. For example, \(op = \times\) and \((c_f, f) = (1, 0)\) is a terminal case because \((1, 0) + 0 = 1\), \((c_g, g) = c_g + g\), and \(1 \times (c_g + g) = (c_g + g) = (c_g, g)\), thus the result can be returned immediately without traversing the graph.

A comp_table storing previously computed results is used to achieve computation efficiency. An entry of comp_table has the form \((f, g, op, h)\) which stands for \(f \text{ op } g = h\). To compute \(f \text{ op } g\), we first look up the comp_table with key \((f, g, op)\), if an entry is found then the last element of the entry \(h\) is retrieved as the result; otherwise, we perform \(op\) on the subgraphs of \(f\) and \(g\) and store the
result in \( \text{comp\_table} \) after the completion of \( f \ op \ g \). The entries of \( \text{comp\_table} \) are used in line 2 and stored in line 18.

After the left and right children have been computed resulting in \( \langle c_{hi}, h_1 \rangle \) and \( \langle c_{hr}, h_r \rangle \) (lines 14 and 15), if \( \langle c_{hi}, h_1 \rangle = \langle c_{hr}, h_r \rangle \), the algorithm returns \( \langle c_{hi}, h_1 \rangle \) to ensure that the case of \( \langle x, k, k, 0 \rangle \) will not occur; otherwise, it returns \( \langle c_{hr}, \langle \text{var}, h_1, h_r, c_{hi} - c_{hr} \rangle \rangle \) to preserve the property of right edge value being 0. There is another table \( \text{uniq\_table} \) used for the uniqueness property of EVBDD nodes. Before \text{apply} \) returns its result, it checks this table through operation \text{find\_or\_add} \) which either adds a new node to the table or returns the node found in the table.

\[
\text{apply}((c_f, f), (c_g, g), op) \\
\{ \\
1 \quad \text{if terminal case}((c_f, f), (c_g, g), op) \text{ return}((c_f, f) \ op (c_g, g)); \\
2 \quad \text{if (comp\_table\_lookup}((c_f, f), (c_g, g), op, ans)) \text{ return} (ans); \\
3 \quad \text{if (index(f) \geq index(g))} \{ \\
4 \quad \quad \langle c_{gl}, g_1 \rangle = (c_g + value(g), child(g)); \\
5 \quad \quad \langle c_{gr}, g_r \rangle = (c_g, child(g)); \\
6 \quad \quad \text{var} = \text{variable(g)}; \} \\
7 \quad \text{else} \{ \\
8 \quad \quad \langle c_{gl}, g_1 \rangle = (c_g, g_r) = (c_g, g); \\
9 \quad \quad \text{var} = \text{variable(f)}; \} \\
10 \quad \text{if (index(f) \leq index(g))} \{ \\
11 \quad \quad \langle c_{fl}, f_1 \rangle = (c_f + value(f), child(f)); \\
12 \quad \quad \langle c_{fr}, f_r \rangle = (c_f, child(f)); \} \\
13 \quad \text{else} \{ \langle c_{fl}, f_1 \rangle = (c_f, f_r) = (c_f, f) \}; \\
14 \quad \langle c_{hi}, h_1 \rangle = \text{apply}((c_{fl}, f_1), (c_{gl}, g_1), op); \\
15 \quad \langle c_{hr}, h_r \rangle = \text{apply}((c_{fl}, f_r), (c_{gr}, g_r), op); \\
16 \quad \text{if} (\langle c_{hi}, h_1 \rangle == \langle c_{hr}, h_r \rangle) \text{ return} (\langle c_{hi}, h_1 \rangle); \\
17 \quad \text{h = find\_or\_add(var, h_1, h_r, c_{hi} - c_{hr});} \\
18 \quad \text{comp\_table\_insert}((c_f, f), (c_g, g), op, (c_{hr}, h)); \\
19 \quad \text{return} (\langle c_{hr}, h \rangle); \\
\}
\]
Example 2.3.1 An example of \( \text{apply}((0, f), (0, g), +) \) is shown in Fig. 2.4. Let the variable ordering be \( x_0 < x_1 \). Fig. 2.4 (a) shows the initial arguments of \( \text{apply} \); (b) is the recursive call of \( \text{apply} \) on line 14 whose result is (c). Similarly, another call to \( \text{apply} \) on line 15 and its results are shown in (d) and (e). The final result is shown in (f).

![Diagram](image)

Figure 2.4: Example of the \( \text{apply}((0, f), (0, g), +) \) operation.

If operator \( op \) is commutative, then we do the following normalization to increase the hit ratio of computational results:

```plaintext
if (is_commutative(op)) {
    if (index(f) > index(g)||index(f) == index(f) & & addr(f) > addr(g))
        swap((c_f, f), (c_g, g));
}
```

where \( addr(f) \) is the machine address of EVBDD node \( f \). The above code is carried out before performing \( \text{comp_table_lookup} \) in line 2 of \( \text{apply} \).
2.3.1 Complexity Analysis and Flattened EVBDDs

The time complexity of operations in OBDD representation is $O(|f| \cdot |g|)$ where $|f|$ and $|g|$ are the number of nodes of OBDDs $f$ and $g$. The time complexity of operations in EVBDD representation is however not $O(|\langle c_f, f \rangle| \cdot |\langle c_g, g \rangle|)$ where $|\langle c_f, f \rangle|$ and $|\langle c_g, g \rangle|$ are the number of nodes of EVBDDs $\langle c_f, f \rangle$ and $\langle c_g, g \rangle$. This is because for an internal node $v$ of $\langle c_f, f \rangle$ or $\langle c_g, g \rangle$, apply may generate more than one $\langle c_v, v \rangle$ (lines 4, 5, 11, and 12).

**Definition 2.3.1** Given an EVBDD $\langle c_f, f \rangle$ with variable ordering $x_0 < \ldots < x_{n-1}$ and a node $v$ of $f$ with variable $x_i$, we define the domain of $v$ ($D^\text{eval}_v$), and the cardinality of $v$ ($\|v\|$) as follows:

$$D^\text{eval}_v = \{ c_u | \langle c_u, u \rangle = \text{eval}(\langle c_f, f \rangle, b) \text{ where } u = v, \forall b \in B^i \},$$

$$\|v\| = |D^\text{eval}_v|.$$  

The cardinality of $\langle c_f, f \rangle$, denoted as $\|\langle c_f, f \rangle\|$, is then given as:

$$\|\langle c_f, f \rangle\| = \sum_{v \in f} \|v\|.$$  

Note that $\|\langle c_f, f \rangle\|$ gives the number of possible $\langle c, v \rangle$'s which may be generated from $\langle c_f, f \rangle$ by apply.

**Example 2.3.2** Let $\langle 0, x_0 \rangle$ be the EVBDD in Fig. 2.2.1 (b), then $\|x_0\| = 1$, $\|x_1\| = 2$, $\|x_2\| = 4$, $\|0\| = 8$, and $\|\langle 0, x_0 \rangle\| = 15$. The $\langle c_v, v \rangle$'s for node $x_2$ are shown in Fig. 2.5.  

To have a more precise measure of the time complexity of operations in EVBDD representation, we define flattened EVBDDs as follows.

**Definition 2.3.2** A flattened EVBDD is a directed acyclic graph consisting of two types of nodes. A nonterminal node $v$ is represented by a 3-tuple $\langle \text{variable}(v), \text{child}_i(v), \text{child}_e(v) \rangle$ where $\text{variable}(v) \in \{x_0, \ldots, x_{n-1}\}$. A terminal node $v$ is
associated with an integer $v$. Reduced, ordered, flattened EVBDDs are defined in the same way as OBDDs.

**Definition 2.3.3** Given a flattened EVBDD $f$ with variable ordering $x_0 < \ldots < x_{n-1}$, the evaluation of $f$ with respect to an input pattern $(b_0, \ldots, b_{i-1}), 0 \leq i < n$ is defined as follows:

$$
eval_f(v, (b_0, \ldots, b_{i-1})) = v, \quad \text{if } v \text{ is a terminal node},
$$

$$
eval_f((x_j, 1, r), (b_0, \ldots, b_{i-1})) = \begin{cases} 
eval_f(1, (b_0, \ldots, b_{i-1})) & \text{if } j < i \text{ and } b_j = 1, \\
\neval_f(r, (b_0, \ldots, b_{i-1})) & \text{if } j < i \text{ and } b_j = 0, \\
(x_j, 1, r) & \text{if } j \geq i.
\end{cases}
$$

**Example 2.3.3** The flattened EVBDD for the function in Fig. 2.2 (b) is shown in Fig. 2.6.

From the above definition, flattened EVBDDs are exactly the same as Multi-Terminal OBDDs in [22]. Function values in the flattened EVBDD representation
are obtained in the same way as in the OBDD representation. The flattened EVBDD representation also preserves the canonical property.

Lemma 2.3.1 Two flattened EVBDDs $f$ and $g$ denote the same function if and only if they are isomorphic.

Proof: The proof of the canonical property of OBDD representation in [16] can be used to prove the canonical property of flattened EVBDD representation by replacing terminal nodes 0 and 1 by terminal nodes $u$ and $v$ where $u \neq v$. □

Lemma 2.3.2 Given a function $f$ represented by an EVBDD $\langle c, f \rangle$ and a flattened EVBDD $f'$, $\| \langle c, f \rangle \| = |f'|$.

Proof: For any $b \in B^i$, $eval(\langle c, f \rangle, b) = \langle c_v, v \rangle$ and $eval_f(f', b) = v'$ denote the same function. Since both EVBDD and flattened EVBDD are canonical representations, the mapping between $\langle c, v \rangle$ and $v'$ is one-to-one. Thus, for any $b \neq b'$, $eval_f(f', b) = eval_f(f', b')$ if and only if $eval(\langle c, f \rangle, b) = eval(\langle c, f \rangle, b')$. □

Since EVBDDs are acyclic directed graphs and there is no backtracking in apply, the time complexity of apply is $O(\| \langle c_f, f \rangle \| \cdot \| \langle c_g, g \rangle \|)$. In many practical applications, the number of nodes in an EVBDD may be small, but its cardinality can be very large. For example, an $n$-bit integer represented by an EVBDD requires only $n$ nonterminal nodes, but its flattened form requires exponential number of nodes.

apply is a general procedure for performing operations in EVBDDs without incorporating any property to reduce complexity. In the following, we present a number of properties that can be used to reduce the computational complexity of apply in many situations.

2.3.2 The Additive Property

The EVBDD representation enjoys a distinct feature, called additive property, which is not seen in the OBDD representation.
Definition 2.3.4 An operator \( op \) applied to \( (c_f, f) \) and \( (c_g, g) \) is said to satisfy the additive property if
\[
(c_f + f) \; op \; (c_g + g) = (c_f \; op \; c_g) + (f \; op \; g).
\]
Examples are \((c_f + f) + (c_g + g)\), \((c_f + f) - (c_g + g)\), \((c_f + f) \times (c + 0)\), and \((c_f + f) < < (c + 0)\) where \(< <\) is a left shift operator as in C programming language [63] (i.e., \((c_f + f) \times 2^c\)).

We use \((c_f + f) - (c_g + g)\) as an example:
\[
(c_f + f) - (c_g + g) = (c_f - c_g) + (f - g).
\]
Because the values \(c_f\) and \(c_g\) can be separated from the functions \(f\) and \(g\), the key for this entry in \(\text{comp.table}\) is \(\langle 0, f, 0, g, - \rangle\). After the computation of \(\langle 0, f, 0, g, - \rangle\) resulting in \(c_h, h\), we then add \(c_f - c_g\) to \(c_h\) to have the complete result of \(\langle c_f, f, c_g, g, - \rangle\). Hence, every operation \(\langle \langle c_f', f, c_g', g, - \rangle\rangle\) can share the computation result of \(\langle 0, f, 0, g, - \rangle\). This will then increase the hit ratio for caching the computational results. For operators satisfying the additive property, the time complexity of \(\text{apply}\) is \(O(\| c_f, f \| \cdot \| c_g, g \|)\) (as opposed to \(O(\| c_f, f \| \cdot \| c_g, g \|)\)).

To implement this class of operators, we insert the following lines between lines 1 and 2 of \(\text{apply}\):

1.1 \[c_{f,g} = c_f \; op \; c_g;
\]
1.2 \[c_f = c_g = 0;\]

We also replace lines 2, 16, and 19 of \(\text{apply}\) by the following lines:

2 \quad \text{if} \; \text{comp.table.lookup}((c_f, f), (c_g, g), op, (c_h, h))
\quad \text{return} \; ((c_h + c_{f,g}, h));

16 \quad \text{if} \; ((c_h, h_1) == (c_{h_r}, h_r)) \; \text{return} \; ((c_h + c_{f,g}, h_1));

19 \quad \text{return} \; ((c_{h_r} + c_{f,g}, h));

For cases of \((c_f + f) \times c\) and \((c_f + f) < < c\), we can further separate the processing of edge values. The following pseudo code \(\text{times.c}((c_f, f), c)\) performs
operation \((c_f + f) \times c\) with time complexity \(O(|f|)\). Note that the new edge value \(value(f) \times c\) is computed in line 5 instead of passing down to the next level in line 3 (cf. line 4 or 11 of apply).

\[
\text{times.c}(\langle c_f, f \rangle, c)
\]

\[
\begin{align*}
1 & \quad \text{if } (f == 0) \text{ return } \langle c_f \times c, 0 \rangle; \\
2 & \quad \text{if } (\text{comp_table.lookup(\langle 0, f \rangle, c, \text{times.c, \langle 0, h \rangle\rangle)}) \text{ return } \langle c_f \times c, h \rangle; \\
3 & \quad \langle c_h, h_1 \rangle = \text{times.c}(\langle 0, \text{child}(f) \rangle, c); \quad /* c_{h_1} = 0 */ \\
4 & \quad \langle c_r, h_r \rangle = \text{times.c}(\langle 0, \text{child}(f) \rangle, c); \quad /* c_{h_r} = 0 */ \\
5 & \quad h = \text{find_or_add(variable(f), h_1, h_r, value(f) \times c);} \\
6 & \quad \text{comp_table.insert(\langle 0, f \rangle, c, \text{times.c, \langle 0, h \rangle\rangle);} \\
7 & \quad \text{return } \langle c_f \times c, h \rangle;
\end{align*}
\]

An important application of this class of operators is to interpret a vector of Boolean functions as an integer function: \(2^{m-1}f_0 + \ldots + 2^0f_{m-1}\).

### 2.3.3 The Bounding Property

Before defining this property, we present a new type of computation sharing occurring for relational operations. We use operator \(\leq\) as an example. Let \(\langle c_f, f \rangle \leq_v \langle c_g, g \rangle\) denote that \(c_f, f \leq c_g, g\) holds for all input patterns. It follows that

\(\langle 0, f \rangle \leq_v \langle 0, g \rangle\) and \((c_f - c_g) \leq 0\) implies \(\langle c_f, f \rangle \leq_v \langle c_g, g \rangle\)

which can be seen to be true based on the following derivation:

\[
\begin{align*}
\langle 0, f \rangle \leq_v \langle 0, g \rangle & \quad \Rightarrow \quad 0 + f \leq_v 0 + g, \\
& \quad \Rightarrow \quad 0 \leq_v -f + g, \\
\langle c_f - c_g \rangle \leq 0 & \quad \Rightarrow \quad c_f - c_g \leq_v -f + g, \\
& \quad \Rightarrow \quad c_f + f \leq_v c_g + g, \\
& \quad \Rightarrow \quad \langle c_f, f \rangle \leq_v \langle c_g, g \rangle.
\end{align*}
\]
To achieve the above computation sharing, we can have a *comp-table* entry $\langle \langle 0, f \rangle, \langle 0, g \rangle, \leq \nu, \langle 1, 0 \rangle \rangle$. However, we can do better as follows. Consider the following transformation of the above implication:

\[
\langle 0, f \rangle \leq \nu \langle 0, g \rangle \quad \Rightarrow \quad \langle 0, f \rangle - \langle 0, g \rangle \leq \nu \langle 0, 0 \rangle,
\]
\[
\Rightarrow \quad \max((\langle 0, f \rangle - \langle 0, g \rangle) \leq 0,
\]
\[
\Rightarrow \quad -m = \max((\langle 0, f \rangle - \langle 0, g \rangle) \leq 0,
\]
\[
(c_f - c_g) \leq m \quad \Rightarrow \quad (c_f - c_g) - m \leq 0,
\]
\[
\Rightarrow \quad (c_f - c_g) + \max((\langle 0, f \rangle - \langle 0, g \rangle) \leq 0,
\]
\[
\Rightarrow \quad \max((c_f, f) - (c_f, g)) \leq 0,
\]
\[
\Rightarrow \quad \langle c_f, f \rangle - \langle c_f, g \rangle \leq \nu \langle 0, 0 \rangle,
\]
\[
\Rightarrow \quad \langle c_f, f \rangle \leq \nu \langle c_f, g \rangle.
\]

Based on the above implication, we replace $\langle c_f, f \rangle \leq \langle c_f, g \rangle$ by two operations: $\langle c_f, f \rangle - \langle c_f, g \rangle = \langle c_h, h \rangle$ and $\langle c_h, h \rangle \leq \langle 0, 0 \rangle$. We store the maximum and minimum function values with each EVBDD node and have the following terminal cases:

- if $(c_f + \max(f)) \leq 0$ return $\langle 1, 0 \rangle$, and
- if $(c_f + \min(f)) > 0$ return $\langle 0, 0 \rangle$.

Another important reason for the inclusion of the maximum and minimum values in each node is that we can easily incorporate branch-and-bound algorithms into EVBDD representation and thus can solve optimization problems more effectively.

**Definition 2.3.5** An operator $op$ applied to $\langle c_f, f \rangle$ and $\langle c_g, 0 \rangle$ is said to satisfy the *bounding property* if

\[
((c_f + m(f)) \; op \; c_g) = 0, \; 1, \; \text{or} \; (c_f + f),
\]

where $m(f)$ is the maximum or minimum of $f$.

As a result, when the maximum or minimum of a function exceeds a boundary value (e.g., $c_g$ in Def. 2.3.5) in an operation, then the result can be determined without further computation.
As an example, the following pseudo code \( \text{leq0}(\langle c_f, f \rangle) \) performs operation \((c_f + f) \leq 0:\)

\[
\text{leq0}(\langle c_f, f \rangle)
\begin{align*}
1 & \quad \text{if } ((c_f + \text{max}(f)) \leq 0) \text{ return } (1, 0); \\
2 & \quad \text{if } ((c_f + \text{min}(f)) > 0) \text{ return } (0, 0); \\
3 & \quad \text{if } (\text{comp_tablelookup}(\langle c_f, f \rangle, \text{leq0}, \text{ans})) \text{ return } (\text{ans}); \\
4 & \quad \langle c_{h_l}, h_l \rangle = \text{leq0}(\langle c_f + \text{value}(f), \text{child}(f) \rangle); \\
5 & \quad \langle c_{h_r}, h_r \rangle = \text{leq0}(\langle c_f, \text{child}_r(f) \rangle); \\
6 & \quad \text{if } ((\langle c_{h_l}, h_l \rangle) == (\langle c_{h_r}, h_r \rangle)) \text{ return } (\langle c_{h_l}, h_l \rangle); \\
7 & \quad h = \text{find_or_add}(\text{variable}(f), h_l, h_r, c_{h_l} - c_{h_r}); \\
8 & \quad \text{comp_table_insert}(\langle c_f, f \rangle, \text{leq0}, \langle c_{h_r}, h \rangle); \\
9 & \quad \text{return } (\langle c_{h_r}, h \rangle);
\end{align*}
\]

2.3.4 The Domain-Reducing Property

In \( \langle c_f, f \rangle \) \( \text{op} \) \( \langle c_g, g \rangle \) where \( \text{op} \) satisfies the additive property, exactly one \( (0, v) \) pair is generated for each node \( v \) of \( f \) and \( g \). Thus, the 'effective' domain of each node becomes \( \{0\} \). There are other operators which have similar effect on reducing the domain of EVBDD nodes.

**Definition 2.3.6** Given an EVBDD \( \langle c_f, f \rangle \), the domain of a node \( v \) of \( f \) with respect to an operator \( \text{op} \) is defined as:

\[
D_v^{\text{op}} = \{ c_v \mid \langle c_v, v \rangle \}'s \text{ are the pairs that need to be generated with respect to } \text{op}\}.
\]

**Definition 2.3.7** An operator \( \text{op} \) applied to \( \langle c_f, f \rangle \) and \( \langle c_g, g \rangle \) is said to satisfy the domain-reducing property if there exist some node \( v \) of \( f \) or \( g \) such that \( D_v^{\text{op}} \subseteq D_v^{\text{eval}} \).
An example of this is the following:

\[(c_f + f) \mod c = ((c_f \mod c) + f) \mod c.\]

The domain of a node \(v\) of \(f\) is \(D_v^{\text{mod}} = D_v^{\text{eval}} \cap \{0, \ldots, c - 1\}\). In this case, \((c_f + kc, f)\) can share the computation result of \((c_f, f)\) for any integer \(k\). When \(c\) is small, computation sharing is large; when \(c\) is large, then the following check (using the boundary property) can be used to increase the computation saving:

\[
\text{if } ((c_f + \text{max}(f)) < c \&\& (c_f + \text{min}(f)) \geq 0) \text{ then } (c_f, f).
\]

Another example is integer division operator with constant divisor:

\[
(c_f + f)/c = (c_f/c) + ((c_f \mod c) + f)/c,
\]

assuming both \(c_f\) and \(c\) are positive integers for this example. In fact, integer division operator with constant division satisfies the three properties: \((c_f/c)\) satisfies the additive property, \((c_f \mod c)\) satisfies the domain-reducing property, and

\[
\text{if } ((c_f + \text{max}(f)) < c \&\& c_f + \text{min}(f) \geq 0) \text{ then 0}
\]

satisfies the bounding property.

### 2.4 Representing Boolean Functions

By using integers 0 and 1 to represent Boolean values false and true, Boolean operations can be implemented through arithmetic operations as shown below:

\[
x \land y = xy, \quad (2.1)
\]

\[
x \lor y = x + y - xy, \quad (2.2)
\]

\[
x \oplus y = x + y - 2xy, \quad (2.3)
\]

\[
\overline{x} = 1 - x. \quad (2.4)
\]
Thus, Boolean functions are a special case of integer functions and OBDDs are a special case of EVBDDs.

**Example 2.4.1** The *sum* and *carry* of a full adder in EVBDD are shown in Fig. 2.7. By using the above equations, we have the following arithmetic functions for *sum* and *carry*:

\[
\text{sum} = x + y + z - 2xy - 2yz - 2xz + 4xyz, \\
\text{carry} = xy + yz + zx - 2xyz.
\]

A full adder represented by arithmetic functions may seem more complicated than when it is represented by Boolean functions. However, the above equations are only for converting from Boolean functions to arithmetic functions. Pseudo code *apply* is capable of directly performing Boolean operations. For example, Boolean disjunction is carried out through *apply*\((\langle c_f, f \rangle, \langle c_g, g \rangle, \lor)\) with the following terminal cases:

1.1 if \((\langle c_f, f \rangle = (1, 0) \lor \langle c_g, g \rangle = (1, 0))\) return \((1, 0)\);
1.2 if \((\langle c_f, f \rangle = (0, 0) \lor \langle c_f, f \rangle = (c_g, g))\) return \((c_g, g)\);
1.3 if \((\langle c_g, g \rangle = (0, 0))\) return \((c_f, f)\);

Furthermore, when a Boolean function is represented by an EVBDD, it requires the same number of nonterminal nodes and nearly the same topology as when it is represented by an OBDD. This is shown by the following algorithm and lemmas.

**Algorithm A**: Converting a Boolean function from OBDD representation to EVBDD representation.

1. Convert terminal node 0 to \((0, 0)\) and 1 to \((1, 0)\).

2. For each nonterminal node \((x, l, r)\) in OBDD such that 1 and r have been converted to EVBDDs as \((c_l, l')\) and \((c_r, r')\), apply the following conversion rules:
Figure 2.7: A full-adder represented in EVBDDs: (a) carry (b) sum.

Figure 2.8: A full-adder represented in OBDDs: (a) carry (b) sum.

(a) $\langle x_i, \langle 0, l' \rangle, \langle 0, r' \rangle \rangle \Rightarrow \langle 0, \langle x_i, l', r', 0 \rangle \rangle$,
(b) $\langle x_i, \langle 0, l' \rangle, \langle 1, r' \rangle \rangle \Rightarrow \langle 1, \langle x_i, l', r', -1 \rangle \rangle$,
(c) $\langle x_i, \langle 1, l' \rangle, \langle 0, r' \rangle \rangle \Rightarrow \langle 0, \langle x_i, l', r', 1 \rangle \rangle$,
(d) $\langle x_i, \langle 1, l' \rangle, \langle 1, r' \rangle \rangle \Rightarrow \langle 1, \langle x_i, l', r', 0 \rangle \rangle$.

Example 2.4.2 Fig. 2.8 shows the OBDD representation of carry and sum. After Algorithm A, they will be converted to the EVBDDs in Fig. 2.7.

Lemma 2.4.1 Algorithm A converts an OBDD $v$ to either $\langle 0, v' \rangle$ EVBDD or $\langle 1, v' \rangle$ EVBDD.
Proof: In step 1, only \( \langle 0, 0 \rangle \) or \( \langle 1, 0 \rangle \) can be generated, and in step 2, only \( \langle 0, v \rangle \)
and \( \langle 1, v \rangle \) can be generated for some \( v \).

\[ \square \]

**Lemma 2.4.2** Algorithm A will neither add nor delete any nonterminal node or edge.

Proof: Directly follows from Algorithm A.

**Lemma 2.4.3** Algorithm A preserves functionality. That is, given an OBDD \( v \), if
the application of Algorithm A on \( v \) results in an EVBDD \( \langle c, v' \rangle \), then \( v \) and \( \langle c, v' \rangle \)
denote the same function.

Proof: Let \( v \) represents a Boolean function with \( n \) variables, we prove the lemma
by induction on \( n \).

Base: \( n = 0 \). \( v \) is \( 0 \) or \( 1 \) and denotes constant function 0 or 1. From step 1
of Algorithm A, \( \langle c, v' \rangle = \langle 0, 0 \rangle \) or \( \langle 1, 0 \rangle \) and denotes the function \( 0 + 0 = 0 \) or
\( 1 + 0 = 1 \).

Induction hypothesis: Assume it is true for \( n = 0, \ldots, k - 1 \).

Induction: Let \( v \) be an OBDD node \( \langle x, l, r \rangle \) representing the Boolean function
\( (x \land l) \lor (\overline{x} \land r) \) where \( l \) and \( r \) are the functions represented by \( l \) and \( r \) respectively,
and each has less than \( k \) variables. By induction hypothesis, \( l \) and \( r \) can be
converted into \( \langle c_l, l' \rangle \) and \( \langle c_r, r' \rangle \) such that \( l = c_l + l' \) and \( r = c_r + r' \). From step 2
of Algorithm A, \( v \) will be converted into \( \langle c, v' \rangle \) and we need to show
\( (x \land l) \lor (\overline{x} \land r) = c + v' \). In the following, we only prove the correctness of case (b) above, the other
three cases can be proved similarly. In case (b), \( \langle c_l, l' \rangle = \langle 0, l' \rangle \) and \( \langle c_r, r' \rangle = \langle 1, r' \rangle \).

From induction hypothesis, \( l = 0 + l' = l' \) and \( r = 1 + r' \).

\[
\begin{align*}
\text{LHS} & = (x \land l) \lor (\overline{x} \land r) \\
& = xl + (1 - x)r - xl(1 - x)r \\
& = xl + r - xr - xlr + xlr \\
& = xl + r - xr \\
& = xl' + (1 + r') - x(1 + r') \\
& = xl' + 1 + r' - x - xr'
\end{align*}
\]
\[
\text{RHS} = 1 + v'
\]
\[
= 1 + x(-1 + l') + (1 - x)r'
\]
\[
= 1 - x + xl' + r' - xr'
\]
\[
= \text{LHS}
\]

\[\square\]

**Theorem 2.4.1** Given a Boolean function represented by an OBDD \( v \) and an EVBDD \( \langle c, v' \rangle \), then \( v \) and \( v' \) have the same topology except that the terminal node \( 1 \) is absent from the EVBDD \( v' \) and the edges connected to it are redirected to the terminal node \( 0 \).

Proof: It directly follows from lemmas 2.4.1, 2.4.2, and 2.4.3 and the canonical property of EVBDD representation.

\[\square\]

**Lemma 2.4.4** When EVBDDs are used to represent Boolean functions, exactly one of \( \langle 0, v \rangle \) or \( \langle 1, v \rangle \) can be generated during the process of \textit{apply} (lines 4, 5, 9, 13, 14, and 16) where \( v \) is a nonterminal node.

Proof: If \( \langle c, v \rangle \) is generated where \( c \neq 0 \) and \( c \neq 1 \), then \( \text{eval}(\langle c, v \rangle, \langle 0, \ldots, 0 \rangle) = c \) which implies that it is not a Boolean function. If both \( \langle 0, v \rangle \) and \( \langle 1, v \rangle \) are generated, then there exist \( b_0 \) and \( b_1 \) such that \( \text{eval}(\langle 0, v \rangle, b_0) = 0 \) and \( \text{eval}(\langle 0, v \rangle, b_1) = 1 \) because \( v \) is a nonterminal node (i.e., \( v \) denotes nonconstant function). Then, \( \text{eval}(\langle 1, v \rangle, b_0) = 1 \) and \( \text{eval}(\langle 1, v \rangle, b_1) = 2 \) which again leads to a non-Boolean function.

\[\square\]

**Theorem 2.4.2** Given two OBDDs \( f \) and \( g \) and the corresponding EVBDDs \( \langle c_f, f' \rangle \) and \( \langle c_g, g' \rangle \), the time complexity of Boolean operations on EVBDDs (using apply) is \( O(|f| \cdot |g|) \).

Proof: From lemma 2.4.4, since only one \( \langle c, v \rangle \) can exist for every nonterminal node \( v \) during the process of \textit{apply}, we have \( |\langle c_f, f \rangle| = \| \langle c_f, f \rangle \| \) and \( |\langle c_g, g \rangle| = \| \langle c_g, g \rangle \| \). It is well known that the time complexity of Boolean operations in OBDD
representation is $O(|f| \cdot |g|)$ where $|f|$ and $|g|$ are the number of nodes in OBDD representation. From theorem 2.4.1, both representations have the same number of nonterminal nodes, thus the complexities are also the same.

Based on the above theorem, we can use EVBDDs to replace OBDDs for representing Boolean functions with the following overhead:

1. An integer representing the dangling edge for each function (graph),
2. An integer representing the left edge value for each nonterminal node, and
3. One addition and one subtraction for each call of apply operation (lines 4 and 20).

In the following chapters, several applications of EVBDDs will be presented. For the sake of readability, the flattened form of EVBDDs will also be used. In flattened form, edge values are pushed down to the bottom such that a terminal node is some integer representing the function value.
Chapter 3

Logic Verification

The process of logic verification is to show the equivalence between the specification of intended behavior and the description of implemented designs. If both specification and implementation are Boolean expressions, then the correctness can only be proved up to the Boolean behavior. On the other hand, if the specification is an arithmetic function while the implementation is a set of Boolean expressions, then the correctness is up to the arithmetic behavior.

When used for logic verification, EVBDDs provide two advantages over OBDDs. First, they allow equivalence checking between Boolean functions and arithmetic functions. Second, they handle hierarchical designs, that is, the implementation of a design can be described using previously verified components rather than having to flatten the design down to the gate level.

This chapter first presents a simple example of how to use EVBDDs to verify the functional behavior of circuit designs and then describes a verification paradigm for proving data paths. In order to verify control paths and do hierarchical verification, EVBDDs are extended to structured EVBDDs. Finally, the input variable ordering strategy for logic verification will be discussed.  

---

1The experimental results in this chapter were generated on a Sun 3/200 with 8 MB of memory.
Example 3.0.3 We prove that \(\text{carry}(x, y, z)\) and \(\text{sum}(x, y, z)\) implement the full adder \(x + y + z\). That is, with the interpretation of \((\text{carry}, \text{sum})\) as a 2-bit integer, we show \(2\text{carry} + \text{sum} = x + y + z\). Given a gate-level (Boolean) description of a full adder, it is easy to construct the EVBDD representation of the \(\text{carry}\) and \(\text{sum}\) functions as shown in Fig. 2.7. Carrying out the expression \(2\text{carry} + \text{sum}\) results in the rightmost EVBDD shown in Fig. 3.1. On the other hand, the specification of the arithmetic behavior of the full adder, \(x + y + z\), represented in EVBDDs is shown in Fig. 3.2. The equivalence between \(2\text{carry} + \text{sum}\) and \(x + y + z\) can then be checked by comparing the two rightmost EVBDDs in Figures 3.1 and 3.2. \(\square\)

As shown in the above example, the implementation of a design is described by Boolean functions while its behavioral specification is described as an arithmetic function. The equivalence checking between two different levels of abstraction is carried out by using one representation – EVBDD.
3.1 The Verification Paradigm

We are given the following:

1. The description of an implementation:

\[ \text{imp}(x_{11}, \ldots, x_{nk}) = (g_1(x_{11}, \ldots, x_{nk}), \ldots, g_m(x_{11}, \ldots, x_{nk})), \]

where \( x_{ij}'s \) are Boolean variables and \( g_i's \) are Boolean functions.

2. The interpretation of the input variables \( x_{ij}'s \):

\[
X_1 = f_1(x_{11}, \ldots, x_{1j}) \text{ (for a } j\text{-bit integer)}, \\
\vdots \\
X_n = f_n(x_{n1}, \ldots, x_{nk}) \text{ (for a } k\text{-bit integer)},
\]

where \( X_i = f_i(x_{i1}, \ldots, x_{ip}) \) describes how variables \( (x_{i1}, \ldots, x_{ip}) \) should be interpreted as a \( p \)-bit integer through function \( f_i \). Thus, \( X_i \) is an integer variable and \( f_i \) specifies the number system used. A number system may be unsigned, two’s complement, one’s complement, sign-magnitude, or residue. For example, if \( X_i \) is an unsigned integer, then

\[
f_i(x_{i1}, \ldots, x_{ip}) = 2^{p-1}x_{i1} + \ldots + 2^0x_{ip}.
\]

3. The interpretation of the output variables \( g_i's \): \( G = g(g_1, \ldots, g_m) \). Again, \( g \) is a function representing a number system.

4. The description of a specification:

\[
\text{spec}(X_1, \ldots, X_n) = f(X_1, \ldots, X_n),
\]

where function \( f \) specifies the intended behavior of the implementation.
To show \( \text{imp} \) realizes \( \text{spec} \), we show the following equivalence relation:

\[
\begin{align*}
f(X_1, \ldots, X_n) &= g(g_1, \ldots, g_m) \text{ or } \\
f(f_1(x_{11}, \ldots, x_{1j}), \ldots, f_n(x_{n1}, \ldots, x_{nk})) &= g(g_1(x_{11}, \ldots, x_{nk}), \ldots, g_m(x_{11}, \ldots, x_{nk})).
\end{align*}
\]

Using the example in the previous section, we have:

\[
\begin{align*}
\text{imp}(x, y, z) &= \langle \text{carry}(x, y, z), \text{sum}(x, y, z) \rangle, \\
X &= x, \\
Y &= y, \\
Z &= z, \\
G &= 2\text{carry} + \text{sum}, \\
\text{spec}(X, Y, Z) &= X + Y + Z.
\end{align*}
\]

And, the correctness of the full adder is verified by showing \( x + y + z = 2\text{carry}(x, y, z) + \text{sum}(x, y, z) \).

The above paradigm can be reversed to become a procedure for functional synthesis. Again, we use the full adder as an example except now the goal \( \text{imp}(x, y, z) \) is not given. From the description of \( \text{spec} \), we have

\[
\begin{align*}
\text{sum}(x, y, z) &= \text{spec} \mod 2, \\
\text{carry}(x, y, z) &= (\text{spec} - (\text{spec} \mod 2))/2,
\end{align*}
\]

where \( \text{spec} = x + y + z \). The following sequence of \text{apply} operations on EVBDDs then produces the \text{sum} and \text{carry} automatically:

\[
\begin{align*}
\langle 0, \text{xy} \rangle &= \text{apply}(\langle 0, x \rangle, \langle 0, y \rangle, +), \\
\langle 0, \text{fa} \rangle &= \text{apply}(\langle 0, z \rangle, \langle 0, \text{xy} \rangle, +), \\
\langle 0, \text{sum} \rangle &= \text{apply}(\langle 0, \text{fa} \rangle, \langle 2, 0 \rangle, \text{mod}), \\
\langle 0, \text{temp} \rangle &= \text{apply}(\langle 0, \text{fa} \rangle, \langle 0, \text{sum} \rangle, -), \\
\langle 0, \text{carry} \rangle &= \text{apply}(\langle 0, \text{temp} \rangle, \langle 2, 0 \rangle, /).
\end{align*}
\]

As presented in Sec. 2.3.4, operations modulo and integer division can be effectively carried out in EVBDDs. An application of the above synthesis procedure is in logic verification without variable binding. For example, we can specify a 64-bit adder as \( x + y \) while the variable sets in the implementation are \( a \)'s and \( b \)'s. In this case, we first convert the arithmetic expression into a vector of Boolean functions and then use Boolean matching \cite{57} to perform the equivalence checking.
Example 3.1.1 The design \((imp)\) is a 64-bit 3-level carry lookahead adder which has 129 inputs, 65 outputs, and 420 logic gates. The intended behavior \((spec)\) is specified as:

\[
\text{unsigned(65) add64(x, y, c)} \\
\text{unsigned(64) x, y; } \\
\text{unsigned c; } \\
\{ \\
\text{    return(x + y + c); } \\
\}
\]

where \((64)\) and \((65)\) declare the number of bits. In the experimental implementation, the generation of 65 EVBDDs of \(imp\) (575 nodes in total) takes 1.47 seconds and the generation of one EVBDD of \(spec\) (129 nodes) takes 0.17 seconds. The verification process which converts 65 EVBDDs into one, performing \(2^{64} \times b_0 + \ldots + 2^0 \times b_{64}\), and then compares the result with the \(spec\) takes 4.48 seconds. That is, it takes less than 5 seconds to show 65 Boolean expressions are really carrying out an addition.

\(\Box\)

3.2 Structured EVBDD

As shown in the previous section, EVBDDs can be used to show the equivalence between Boolean expressions and arithmetic expressions. To show the equivalence between Boolean expressions and conditional expressions, EVBDDs are extended to Structured EVBDDs, or SEVBDDs for short. For example, the implementation of a multiplexer can be described as \(\langle x \land y \rangle \lor \langle \bar{x} \land z \rangle\) while the specification can be described as \(\text{if } x \text{ then } y \text{ else } z\). In addition to the specification of conditional statements, SEVBDDs also allow the declaration of vectors.
Definition 3.2.1 SEVBDDS are recursively defined as follows:

1. An EVBDD is an SEVBDD. (This is the atomic type of SEVBDDS.)

2. \((p \rightarrow t; e)\) is an SEVBDD if \(p\) is an SEVBDD with the \(\{0, 1\}\) range, and \(t\) and \(e\) are SEVBDDS. For every input assignment \(b\), the function denoted by \((p \rightarrow t; e)\) returns the value \(t(b)\), if \(p(b) = 1\); otherwise it returns \(e(b)\). (This is the conditional type of SEVBDDS.)

3. \([f_1, \ldots, f_m]\) is an SEVBDD if \(f_1, \ldots, f_m\) are SEVBDDS. For some input assignment \(b\), \([f_1, \ldots, f_m]\) returns the vector \((f_1(b), \ldots, f_m(b))\). (This is the vector type of SEVBDDS.)

In graphical representation of SEVBDDS, terminal nodes are atomic type SEVBDDS (Fig. 3.3 (a)) and there are two types of nonterminal nodes: a conditional node which has three children (Fig. 3.3 (b)) and a vector node which has an indefinite number of nodes (Fig. 3.3 (c)).

Example 3.2.1 Let \(x, y, z, y_0, y_1, z_0,\) and \(z_1\) be EVBDDS. Consider

1. \(x, x \wedge y, \bar{x} \wedge z,\) and

2. \((x \wedge y) \lor (\bar{x} \wedge z)\);

3. \((x \rightarrow y; z), (x \rightarrow x \wedge y; z), (x \rightarrow y; \bar{x} \wedge z), (x \rightarrow x \wedge y; \bar{x} \wedge z),\) and
4. \((x \rightarrow [y_0; y_1]; [z_0; z_1])\);

5. \([(x \rightarrow y_0; z_0), (x \rightarrow y_1; z_1)]\) and

6. \([(x \wedge y_0) \lor (\bar{x} \wedge z_0), (x \rightarrow x \wedge y_1; \bar{x} \wedge z_1)]\).

SEVBDDS in groups 1 and 2 are atomic type SEVBDDS; Those in groups 3 and 4 are conditional type SEVBDDS; Those in groups 5 and 6 are vector type SEVBDDS. Note that the SEVBDDS in groups 2 and 3 represent a 1-bit multiplexer while the SEVBDDS in groups 4, 5, and 6 represent two 1-bit multiplexers which have the same control signal \(x\). The graphical representation of those in groups 4 and 5 are shown in Fig. 3.4 (a) and (b), respectively.

\[\square\]

**Definition 3.2.2** The type graph of an SEVBDD \(f\) is obtained by replacing all terminal nodes of \(f\) by a unique terminal node \(A\).

**Example 3.2.2** The type graphs of the SEVBDDS in Fig. 3.4 are shown in Fig. 3.5.

\[\square\]

SEVBDD would be a canonical representation if two SEVBDDS denote the same function if and only if they are isomorphic. This is however not true because we can have two SEVBDDS denoting the same function which have different types (e.g.,
Figure 3.5: Examples of type graph of SEVBBDDs.

Ex. 3.2.1). However, with proper restrictions, SEVBBDDs can still have the canonical property. That is, if two SEVBBDDs satisfy those conditions then they denote the same function if and only if they are isomorphic. In the following, two conditions are defined such that the subset of SEVBBDDs which satisfy these conditions have the canonical property.

The first condition is to be *isotypic* which is defined as follows:

**Definition 3.2.3** Two SEVBBDDs are *isotypic* if their type graphs are isomorphic. Equivalently, two SEVBBDDs $f$ and $g$ are *isotypic* if

1. Both $f$ and $g$ are EVBDDs, or

2. $f = (p_f \rightarrow t_f; e_f)$, $g = (p_g \rightarrow t_g; e_g)$, $p_f$ and $p_g$ are isotypic, $t_f$ and $t_g$ are isotypic, and $e_f$ and $e_g$ are isotypic, or

3. $f = [f_1, \ldots, f_m]$, $g = [g_1, \ldots, g_m]$ and every pair of $f_i$ and $g_i$ are isotypic.

**Example 3.2.3** In Ex. 3.2.1, the SEVBBDDs in groups 1 and 2 are isotypic; the SEVBBDDs in group 3 are isotypic but none of them is isotypic to that of 4; SEVBBDDs in groups 5 and 6 are not isotypic.

Note that two SEVBBDDs which are isotypic but are not isomorphic, may still denote the same function. In Ex. 3.2.1, the SEVBBDDs in group 3 are isotypic but are not isomorphic, yet they all denote the same function. Given an SEVBBDD $p \rightarrow t; e$, 
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for any input assignment \( b \) such that \( p(b) = 1 \), the function value of \( e(b) \) will not influence the result; similarly, if \( p(b) = 0 \), then \( t(b) \) is irrelevant. Therefore, we can use operators \( \text{cofactor}_1(p, t) \) and \( \text{cofactor}_0(p, e) \) to transform \( t \) and \( e \) to \( t' \) and \( e' \) such that if \( p(b) = 1 \), then \( t'(b) = t(b) \) and \( e'(b) = 0 \); if \( p(b) = 0 \), then \( t'(b) = 0 \) and \( e'(b) = e(b) \). Consequently, we obtain a reduced form \( (p \rightarrow t'; e') \) for \( p \rightarrow t; e \).

Operator \( \text{cofactor}_1(p, t) \) is carried out in a similar way to the \textit{restrict} operator in [25] except for the following differences: When \( p = 0 \), \textit{restrict} returns \textit{error} while \( \text{cofactor}_1 \) returns \( 0 \); \textit{Restrict} applies to Boolean functions while \( \text{cofactor}_1 \) applies to arithmetic and Boolean functions.

The second condition for \textit{SEVBBDD}s to have the canonical property is to be \textit{reduced} as defined in the following:

**Definition 3.2.4** An \textit{SEVBBDD} is \textit{reduced} if

1. It is an \textit{EVBDD}, or

2. It is a conditional \textit{SEVBBDD} of the form \( (p \rightarrow t; e) \) with \( \text{cofactor}_1(p, t) = t \), \( \text{cofactor}_0(p, e) = e \), and \( t \) and \( e \) are reduced, or

3. It is \([f_1, \ldots, f_m]\) and every \( f_i \) is reduced.

In Ex. 3.2.1, the \textit{SEVBBDD}s in groups 1 and 2 are reduced; the last \textit{SEVBBDD} in group 3 and the one in group 6 are also reduced.

To show the canonical property of the restricted form of \textit{SEVBBDD}s, a function \textit{level} is defined on \textit{SEVBBDD}s as follows:

**Definition 3.2.5** The function \( \text{level} : \text{SEVBBDD} \rightarrow \text{integer} \) is defined recursively as:

1. \( \text{level}(ev) = 0 \), if \( ev \) is an \textit{EVBDD},
2. \( \text{level}(p \rightarrow t; e) = 1 + \max\{\text{level}(t), \text{level}(e)\} \),
3. \( \text{level}([f_0, \ldots, f_{m-1}]) = 1 + \max\{\text{level}(f_0), \ldots, \text{level}(f_{m-1})\} \).
In Ex. 3.2.1, the SEVBDDs in groups 1 and 2 have level 0; the SEVBDDs in group 3 have level 1, and the SEVBDDs in groups 4, 5, and 6 have level 2.

**Lemma 3.2.1** If two SEVBDDs \( f \) and \( g \) are isotypic and reduced, then \( f \) and \( g \) denote the same function if and only if they are isomorphic.

Proof: Necessity: It is trivial to show that if \( f \) and \( g \) are isomorphic, then they denote the same function.

Sufficiency: If \( f \) and \( g \) are not isomorphic, then they denote different functions, that is, \( \exists b \in B^n \) such that \( \text{eval}(f, b) \neq \text{eval}(g, b) \). This is shown by induction on \( \text{level}(f) \).

Base: \( \text{level}(f) = 0 \), then both \( f \) and \( g \) are EVBDDs. This is true from lemma 2.2.1.

Induction hypothesis: Assume it is true for \( \text{level}(f) < k \).

Induction:

Case 1: \( f = (p \rightarrow t_f ; e_f) \) and \( g = (p \rightarrow t_g ; e_g) \).

Since \( f \) and \( g \) are not isomorphic, then \( t_f \) and \( t_g \) are not isomorphic and/or \( e_f \) and \( e_g \) are not isomorphic. If \( t_f \) and \( t_g \) are not isomorphic then by induction hypothesis there exists \( b \) such that \( \text{eval}(t_f, b) \neq \text{eval}(t_g, b) \). Because \( t_f \) and \( t_g \) are reduced, that is, if \( \text{eval}(p, b) = 0 \) then \( \text{eval}(t_f, b) = \text{eval}(t_g, b) = 0 \) by operator \( \text{cofactor}_1 \), we have \( \text{eval}(p, b) = 1 \). Thus, \( \text{eval}(f, b) = \text{eval}(t_f, b) \neq \text{eval}(t_g, b) = \text{eval}(g, b) \). By a similar reasoning, we can show that the induction step holds true when \( e_f \) and \( e_g \) are not isomorphic.

Case 2: \( f = [f_1, \ldots, f_m] \) and \( g = [g_1, \ldots, g_m] \).

There exist \( 1 \leq i \leq m \) such that \( f_i \) and \( g_i \) are not isomorphic and from induction hypothesis there exists \( b \) such that \( \text{eval}(f_i, b) \neq \text{eval}(g_i, b) \). Then, \( \text{eval}(f, b) = (\ldots, \text{eval}(f_i, b), \ldots) \neq (\ldots, \text{eval}(g_i, b), \ldots) = \text{eval}(g, b) \). \( \square \)

After proving that isotypic and reduced SEVBDDs enjoy the canonical property, we need procedures for converting an SEVBDD from one form to another and/or reducing an SEVBDD. Operator \( \text{cofactor}_1 \) and \( \text{cofactor}_0 \) are used for converting
from atomic (EVBDDS) to conditional form. To convert from conditional to atomic form, we use operator \( ite \) which is nearly the same as the one described in [12] except that the \( ite \) operator used here also applies to arithmetic functions. Operator \( ite \) takes a conditional SEVBDD such as \( (p \rightarrow t; e) \) (\( t \) and \( e \) are EVBDDS) as argument and returns an EVBDD \( f \) such that \( (p \rightarrow t; e) \) and \( f \) denote the same function. The following pseudo codes are for converting the forms of SEVBDDS and reducing SEVBDDS, where \( cofactor_\_s_1 \), \( cofactor_\_s_0 \), and \( ite_\_s \) are SEVBDD versions of \( cofactor_1 \), \( cofactor_0 \), and \( ite \), respectively.

```
convert(f, g)  /* converting g to the same form as that of f */
/* assuming f and g have the same number of outputs, e.g., both f and g */
/* are atomic form or vector form with the same number of elements */
{
    if (f is an EVBDD)
        if (g is an EVBDD) return(g);
        if (g == (p \rightarrow t; e)) return(ite(p, convert(f, t), convert(f, e)));
        else if (f == (p \rightarrow t; e))
            return(p \rightarrow convert(t, cofactor_\_s_1(p, g)); convert(e, cofactor_\_s_0(p, g)));
    else    /* f = [f_1, \ldots, f_m] */
        if (g == (p \rightarrow t; e))
            return(ite_\_s(p, convert(f, t), convert(f, e)));
        else return([[convert(f_1, g_1), \ldots, convert(f_m, g_m)]]);
}
```
reduce(f)
{
    if (f is an EVBDD) return(f);
    else if (f == (p → t; e))
        return(reduce(p) → reduce(cofactor_s1(p, t)); reduce(cofactor_s0(p, e)));
    else return([reduce(f1), ..., reduce(fm)]);
}

cofactor_s1(p, t)
{
    if (t is an EVBDD) return(cofactor1(p, t));
    else if (t == p' → t'; e')
        return(cofactor_s1(p, p') → cofactor_s1(p, t'); cofactor_s1(p, e'));
    else /* t = [t1, ..., tm] */
        return([cofactor_s1(p, t1), ..., cofactor_s1(p, tm)]);
}

ite_s(p, t, e) /* assuming t and e are isotypic */
{
    if (p is a conditional SEVBDD) return(ite_s(ite_s(p) → t; e));
    if (t is an EVBDD) return(ite(p, t, e));
    if (t == (p t → t; e_t) & & e == (p e → t; e_e))
        return(ite_s(p, p_t, p_e) → ite_s(p, t_t, t_e); ite_s(p, e_t; e_e));
    if (t == [t_1, ..., t_m] & & e == [e_1, ..., e_m])
        return([ite_s(p, t_1, e_1), ..., ite_s(p, t_m, e_m)]);
}
To show the equivalence between a specification and an implementation described in two different forms, we need to convert from one form to another. The following experimental results use the specification as the target form. This is because specifications usually have more compact representations than that of implementations have. For example, a specification of \( x \leq y \rightarrow x + y; x - y \) where \( x \) and \( y \) are \( n \)-bit integers, requires \( 3n \), \( 2n \), and \( 2n \) nonterminal nodes for representing \( x \leq y \), \( x + y \), and \( x - y \), respectively. On the other hand, a gate implementation of the above specification requires \( n + 1 \) Boolean functions in which the \( i^{th} \) function (for generating \( i^{th} \) bit) requires at least \( 2i \) nonterminal nodes, and the carry function (bit) requires at least \( 2n \) nonterminal nodes. Thus, it requires at least \( n(n + 3) \) nonterminal nodes. The following two examples verify SN74LS85 and SN74181 chips [94], where the first one is a 4-bit comparator and the second one is a 4-bit ALU.

**Example 3.2.4** The implemented design \((imp)\) is the SN74LS85 chip [94] which is a 4-bit comparator. This chip has 11 inputs, 3 outputs and 33 gates. The specification \((spec)\) of the design may be described as:

```c
unsigned(3) comp4(x, y, gt, lt, eq)
unsigned(4) x, y;
unsigned gt, lt, eq;
{
    if (x > y) return((1, 0, 0));
    else if (x < y) return((0, 1, 0));
    else return((gt, lt, eq))
}
```

It takes 0.05 seconds to generate the SEVBDD of \(imp\) which has 39 nodes and it takes 0.02 seconds to construct the conditional SEVBDD of \(spec\) which has 25 nodes. The conversion from the SEVBDD of \(imp\) to that of \(spec\) and then the comparison take 0.02 seconds.
Example 3.2.5 The implementation is the SN74181 chip which is a 4-bit ALU [94]. A partial specification is given below. Note: \textit{un\_comp}, \textit{two} and \textit{unsigned} perform type coercion. \textit{un\_comp} results in an unsigned integer, with the most significant bit being complemented. \textit{two} means that the result is to be a two’s complement integer.

\begin{verbatim}
SN74181(M, S, A, B, Cin)
  unsigned M, Cin;
  unsigned(4) S, A, B;
{
  if (M = 0)
    if (S = 0) return((un\_comp (5)) A + (\!Cin));
      
    else if (S = 3) return((two(5)) \!Cin);
      
    else if (S = 6) return((un\_comp(5)) A\!B\!Cin);
      
    else
      if (S = 0) return((unsigned (4)) \text{not}(A));
      else if (S=1) return((unsigned(4)) \text{not}(A \text{ or } B));

}
\end{verbatim}

Note that it is allowed that the interpretation of the same outputs to different number systems as well as different sizes in different branches of conditional statements.

The implementation SEVBDD has 765 nodes and can be generated in 0.31 seconds. The specification SEVBDD has 187 nodes and can be constructed in 0.13 seconds. And the verification process takes 0.35 seconds to complete. \hfill \Box
In addition to providing the ability to check equivalence between Boolean and arithmetic expressions and between conditional and nonconditional expressions, SEVBDDs are suitable for hierarchical verification, i.e., verification without having to flatten a component which has already been verified. In the following two examples, a 64-bit comparator and a 64-bit adder, the implementations are constructed from 4-bit comparators and 4-bit ALU's. The construction of implementation SEVBDDs are however based on the specification SEVBDDs of the 4-bit comparator and 4-bit ALU's.

**Example 3.2.6** The design is a 64-bit comparator implemented through serial connection of 16 SN74L85s. A net-list description used for this design is as follows:

```plaintext
out1  SN74L85 a0 a1 a2 a3 b0 b1 b2 b3 gt lt eq
out2  SN74L85 a4 a5 a6 a7 b4 b5 b6 b7 out1
    ...
out16 SN74L85 a60 a61 ... b62 b63 out15
Output : out16
```

where a net list has the form of: `output_name module_name input_name_list`. The specification of this design is the same as the one in Example 3.2.4 except that the size declaration is changed from 4 to 64. Generation of implementation and specification SEVBDDs take 0.26 and 0.39 seconds respectively, and the proof takes 3.35 seconds.

**Example 3.2.7** The design is a 64-bit ripple-carry adder implemented through serial connection of 16 SN74181s. The specification of this design is exactly the same as the one used in Example 3.1.1. A net-list description used for this design is as follows:
sc1  SN74181  G P G G P a0 a1 a2 a3 b0 b1 b2 b3 c0
s1   tail   sc1
cl   head sc1
sc2  SN74181  G P G G P a4 a5 a6 a7 b4 b5 b6 b7 cl
   ;
s15  tail sc15
c15  head sc15
sc16 SN74181  G P G G P a60 a61 ... b62 b63 c15
Output: s1 s2 ... s14 s15 sc16

The first 5 parameters of each SN74181 are connected to the ground or power to select the addition operation. *tail* groups all the inputs except the first one (the most significant bit) while *head* selects the first bit.

Time to generate the SEVBDDs for the implementation and specification are 2.09 and 0.16 seconds, respectively and time to verify their equivalence is 0.98 second. Note that generation of implementation SEVBDD takes longer time while verification takes less time than the case in Example 3.1.1. This is because, here, 16 SEVBDDs are generated each with the sum of 4 bits instead of 64 SEVBDDs each with the sum of 1 bit.

### 3.3 Ordering Strategy

The conditional type of SEVBDDs provides information for determining the ordering of input variables. For example, for SEVBDD (p → t; e), variables occurring in p are assigned lower indices compared to those in t and e. This ordering strategy matches the suggestion (controlling variables should be put on top of OBDDs) in [16]. It is more difficult to identify controlling variables in a Boolean expression. In addition, variables with larger integer coefficients are assigned lower indices compared to those with smaller integer coefficients. This ordering strategy also matches the
observation in [16], and is easier to identify from arithmetic expressions than from Boolean expressions.
Chapter 4

Boolean Matching

The problem of Boolean matching is defined as follows:

Given two vectors of Boolean functions \( f_1(x_0, \ldots, x_{n-1}), \ldots, f_m(x_0, \ldots, x_{n-1}) \) and \( g_1(y_0, \ldots, y_{n-1}), \ldots, g_m(y_0, \ldots, y_{n-1}) \), does there exist two bijections \( \pi_O : \{f_1, \ldots, f_m\} \rightarrow \{g^*_1, \ldots, g^*_m\} \) and \( \pi_I : \{x_0, \ldots, x_{n-1}\} \rightarrow \{y^*_0, \ldots, y^*_{n-1}\} \) such that \( f_k(x_0, \ldots, x_{n-1}) = \pi_O(f_k)(\pi_I(x_0), \ldots, \pi_I(x_{n-1})) \), for \( 1 \leq k \leq m \), where \( g^*_k = g_k \) or \( \overline{g_k} \), \( 1 \leq k \leq m \), \( y^*_j = y_j \) or \( \overline{y_j} \), \( 0 \leq j < n \)?

When such bijections do exist, \( \{f_1, \ldots, f_m\} \) and \( \{g_1, \ldots, g_m\} \) are said to be input-negation, input-permutation, output-negation, and output-permutation equivalent or npnp-equivalent for short.

A straightforward way to determine whether two Boolean functions are npnp-equivalent is to explicitly enumerate the set of all bijections, of which there are \( 2^m m! 2^n n! \) in number, and perform tautology checking. This is clearly not practical. This chapter presents a matching algorithm based on the isomorphism checking on OBDDs which can be carried out in the time proportional to the sizes of OBDDs.

This chapter first describes the basic algorithm for checking input-permutation equivalence based on two OBDDs and then discusses how it can be extended to
check output-permutation, input- and output-negation equivalences. The various filters that speed up the process will be presented in the following sections.

Given two functions $f$ and $g$, we first construct their OBDDs, $obdd_f$ and $obdd_g$. Then $obdd_g$ is incrementally transformed to the same form as $obdd_f$. The transformation is carried out by permuting a subset of variables of $g$ while performing a check for isomorphism.

To check whether $obdd_f$ and $obdd_g$ are isomorphic, the function graphs are searched in a level-first manner, that is, pairs of nodes to be mapped are added to a set $M$ and elements of this set are processed in the order of the index of the node in $obdd_f$. As an example, consider the OBDDs shown in Fig. 4.1. Using a breadth-first search, the order of processing the elements is $\langle u_0, v_0 \rangle, \langle u_1, v_1 \rangle, \langle u_2, v_2 \rangle, \ldots$ while using a level-first search, the order would be $\langle u_0, v_0 \rangle, \langle u_2, v_2 \rangle, \langle u_1, v_1 \rangle, \ldots$.

At each level $i$, we perform the following operations. For every $\langle u, v \rangle$ in $M$ such that $\text{index}(u) = i$, we first check $\text{index}(v)$. If $\text{index}(v) = i$, we then check if $\langle \text{child}_l(u), \text{child}_l(v) \rangle$ and $\langle \text{child}_r(u), \text{child}_r(v) \rangle$ will cause conflicts. A conflict between two nodes exists if both of them are terminal nodes but have different values, or if one of them is a terminal node while the other one is not. If there is no conflict, then we proceed to the next level. If $\text{index}(v) \neq i$ or there is a conflict between $\text{child}_l(u)$ and $\text{child}_l(v)$ or between $\text{child}_r(u)$ and $\text{child}_r(v)$, then
we perform the replace_root operation as shown in Fig. 4.2. In Fig. 4.2(a), the right child of \( u \) and \( v \) cause a conflict. Thus, we make \( y_j \) to be the new root of the subtree previously rooted at \( y_i \) (Fig. 4.2(b)).

After performing replace_root, we carry out another check for isomorphism starting at level \( i \) for the new permutation \( \{ \cdots, y_{i-1}, y_j, y_i, y_{i+1}, \cdots, y_{j-1}, y_{j+1}, \cdots \} \). Note that all the \((n - i - 1)!\) permutations of \( \{y_0, \cdots, y_i, * , * , \cdots, * \} \) (with \( y_0, \cdots, y_i \) fixed in the first \( i + 1 \) positions) have been discarded. If \( y_j \) still fails, then we try \( y_k \) which has not yet been tried as a new root. This replace_root operation can be repeated until no \( y_i \) can be the new root, at which point we backtrack to level \( i - 1 \) and perform a replace_root operation on \( y_{i-1} \). Proceeding in this manner, an isomorphism is found if we advance to level \( n \), or we conclude that no isomorphism exists when we backtrack to level \(-1\).

![Diagram](a) ![Diagram](b)

Figure 4.2: The operation of replace_root.

In the following procedure replace_root, cofactor creates two OBDDs, \( obdd_l \) and \( obdd_r \), such that the functions \( h, l \) and \( r \) denoted by \( obdd_h, obdd_l \) and \( obdd_r \) satisfy \( h = zl + zr \). The procedure new_obdd creates a new OBDD rooted by a node \( v \) with \( name(v) = z, child_l(v) = obdd_l \), and \( child_r(v) = obdd_r \). For every variable \( z' \) with
Figure 4.3: The new obdd$_g$ after replace_root.

\[\text{index}(z) > \text{index}(z') \geq \text{index}(\text{obdd}_h),\] procedure update_index changes its index to \(\text{index}(z') + 1\) and then changes the index of \(z\) to \(\text{index}(\text{obdd}_h)\).

\[
\text{replace\_root}(\text{obdd}_h, z) \\
\quad \{ \\
\quad \quad \text{if } (\text{index}(\text{obdd}_h) \geq \text{index}(z)) \text{ return(\text{obdd}_h)}; \\
\quad \quad \text{else } \{ \\
\quad \quad \quad (\text{obdd}_l, \text{obdd}_r) = \text{cofactor}(\text{obdd}_h, z); \\
\quad \quad \quad \text{obdd}_{\text{new}} = \text{new\_obdd}(z, \text{obdd}_l, \text{obdd}_r); \\
\quad \quad \quad \text{update\_index}(\text{obdd}_{\text{new}}, \text{index}(z)); \\
\quad \quad \quad \text{return(\text{obdd}_{\text{new}})}; \\
\quad \quad \} \\
\quad \} \\
\]

**Example 4.0.1** As an example of how the above Boolean matching algorithm works, consider the OBDDs shown in Fig. 4.1. Initially, \(\mathcal{M}\) consists of \(\{(u_0, v_0)\}\). At level 0, we first check if \(\text{index}(v_0) = 0\), and then add \(\{(u_1, v_1), (u_2, v_2)\}\) to the set \(\mathcal{M}\). At level 1, since \(\text{index}(u_2) = 1\), we check if the index of \(v_2\) is 1, as it is in this case. We then find that \(\text{child}_r(u_2)\) and \(\text{child}_r(v_2)\) cause a conflict. Thus we perform replace\_root operation on variable \(y_2\). After replace\_root, we have the new obdd$_g$ as shown in Fig. 4.3 and the steps outlined above are carried out. \(\square\)
For output-permutation equivalence, two vectors of OBDDs are used for isomorphism checking. To handle input-negation equivalence, the conflict checking of \( \langle \text{child}_l(u), \text{child}_l(v) \rangle \) and \( \langle \text{child}_r(u), \text{child}_r(v) \rangle \) is replaced by the checking of \( \langle \text{child}_l(u), \text{child}_r(v) \rangle \) and \( \langle \text{child}_r(u), \text{child}_l(v) \rangle \). In the basic algorithm, the terminal node with value 1(0) is isomorphic with the terminal node with value 1(0), while in the case of output-negation equivalence checking, the terminal node with value 1(0) is isomorphic with the terminal node with value 0(1).

### 4.1 Matching Filters

An output variable filter is a function \( F^{\text{out}} : \{f_1, \ldots, f_m\} \rightarrow r, r \in R(F^{\text{out}}) \), where \( R(F^{\text{out}}) \) is some finite set, and \( f_i \) is a Boolean function on \( n \) variables.

Similarly, an input variable filter is a function \( F^{\text{in}} : \langle f(x_0, \ldots, x_{n-1}), x_i \rangle \rightarrow r, x_i \in \{x_0, \ldots, x_{n-1}\}, r \in R(F^{\text{in}}) \) where \( R(F^{\text{in}}) \) is some finite set.

To speed up the task of Boolean matching, we examine a set of output and input variable filters which are derived from the necessary conditions for npmp-equivalence, that is, they have the properties that if \( F^{\text{out}}(f_i) \neq F^{\text{out}}(g_j^*) \) then \( \langle \ldots, f_i, \ldots \rangle \) and \( \langle \ldots, g_j^*, \ldots \rangle \) cannot result in npmp-equivalent under \( g_j^* = \pi_0(f_i) \), and if \( F^{\text{in}}(f, x_i) \neq F^{\text{in}}(g, y_j^*) \) then \( f(\ldots, x_i, \ldots) \neq g(\ldots, y_j^*, \ldots) \) under \( y_j^* = \pi_1(x_i) \). An example of a simple filter is the size of the on-set.

All filters presented in this section are computed using the OBDD representation. A filter can be applied to the entire OBDD prior to the execution of Boolean matching, or to the subgraph of an OBDD during the execution of Boolean matching. Clearly, there is a tradeoff between how expensive it is to compute a filter and how effective it is in pruning the search space. Section 4.1.7 describes a way to measure the effectiveness of a filter and provides a comparison of the various filters based on an effect/cost ratio.
4.1.1 Cardinality of Dependence Set

The dependence set of a function $f(x_0, \ldots, x_{n-1})$, denoted as $Dep(f)$, is the set 
\[
\{ x_i \mid \exists \text{ two assignments } B_1 = \langle \ldots, b_{i-1}, 1, b_{i+1}, \ldots \rangle \text{ and } B_0 = \langle \ldots, b_{i-1}, 0, b_{i+1}, \ldots \rangle \text{ such that } f(B_1) \neq f(B_0) \}. 
\]

$F^{\text{out}}_{\text{dep}}(f) = |Dep(f)|$ is the cardinality of the dependence set of $f$ with the range $R(F_{\text{dep}}) = \{0, 1, \ldots, n\}$. The algorithm for computing the dependence set is shown below. $Dep$ can be computed in $O(m)$ time, where $m$ is the number of nodes of an OBDD.

\[
\begin{align*}
Dep(\text{obdd}) \\
&\{ \\
&\quad \text{if } (\text{index}(\text{obdd}) == n) \text{ return}(\phi); \\
&\quad \text{else } \{ \\
&\quad\quad left = Dep(\text{child}_i(\text{obdd})); \\
&\quad\quad right = Dep(\text{child}_r(\text{obdd})); \\
&\quad\quad \text{return}(left \cup right \cup \text{index}(\text{obdd})); \\
&\quad\} \\
&\}
\end{align*}
\]

$F^{\text{out}}_{\text{dep}}$ can be used during Boolean matching by applying it to subtrees rooted at nodes that are being compared. It can also be applied to the outputs of a multiple-output circuit. The latter is particularly useful for circuits that implement arithmetic functions where almost every output function results in a unique value of $F^{\text{out}}_{\text{dep}}$. An input variable filter based on the dependence set is $F^{\text{in}}_{\text{dep}}(f, x_i) = \text{true}(\text{false})$, if $x_i$ is (is not) in $Dep(f)$.
4.1.2 Cardinality of On-set

The on-set of a function \( f(x_0, \ldots, x_{n-1}) \) is the set of input assignments where \( f = 1 \). \( F_{on}^{out} \) is the cardinality of the on set of \( f \) and can be computed in \( O(m) \) time and \( R(F_{on}^{out}) = \{0, 1, \ldots, 2^n\} \).

\[
F_{on}^{out}(f)
\
\{
\text{if} (index(f) == n) \text{return}(value(f));
\text{else} \{
  l = F_{on}^{out}(child_l(f)) \times 2^{index(child_l(f)) - index(f) - 1}
  r = F_{on}^{out}(child_r(f)) \times 2^{index(child_r(f)) - index(f) - 1}
  \text{return}(l + r);
\}
\}
\]

\( F_{on}^{out} \), as defined above, can be used to reduce the number of possible mappings between the outputs of two multiple-output circuits. It can also be used to reduce the number of mappings among input variables. For this we define a function \( F_{on}^{in}(f, x_i) = F_{on}^{out}(f(x_0, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_{n-1})) \). If \( F_{on}^{in}(f, x_i) = \ldots = F_{on}^{in}(f, x_{i_k}) = F_{on}^{in}(g, y_{j_1}) = \ldots = F_{on}^{in}(g, y_{j_k}) \), then the set of variables \( \{x_i, \ldots, x_{i_k}\} \) must be mapped to the set \( \{y_{j_1}, \ldots, y_{j_k}\} \). This property can be used when attempting to match \( x_i \) to \( y_j \) during Boolean matching. Furthermore, for two functions \( f(x_0, \ldots, x_{n-1}) \) and \( g(y_0, \ldots, y_{n-1}) \) to be \( p \)-equivalent, the multisets \( \{F_{on}^{in}(f, x_0), \ldots, F_{on}^{in}(f, x_{n-1})\} \) and \( \{F_{on}^{in}(g, y_0), \ldots, F_{on}^{in}(g, y_{n-1})\} \) must be the same. Thus, a new filter \( F_{on-s}^{out}(f) \) can be defined as \( \{F_{on}^{in}(f, x_0), \ldots, F_{on}^{in}(f, x_{n-1})\} \).

4.1.3 Sizes of Distance \( k \)

Let \( D_k(f) \) denote the set of pairs of one-points of \( f(x_0, \ldots, x_{n-1}) \) whose Hamming distance is \( k \). Then \( F_{dk}^{out} = |D_k(f)| \) and \( R(F_{dk}^{out}) = \{0, 1, \ldots, C_k^n 2^{n-1}\} \). \( F_{dk}^{out} \)
represents a set of filters. $F_{d_k}^{\text{out}}$ can be applied to the outputs of a multi-output circuit prior to executing Boolean matching, thereby reducing the number of possible mappings between the outputs of two circuits. $F_{d_k}^{\text{out}}$ can also be used while performing Boolean matching. The following algorithms show how to determine $F_{d_n}^{\text{out}}$ and $F_{d_{n-1}}^{\text{out}}$. In general, the computation of $F_{d_k}^{\text{out}}$ can be carried out in the same way as of $F_{d_{n-1}}^{\text{out}}$.

$$F_{d_n}^{\text{out}}(\text{obdd})$$

{
if \((\text{index}(\text{obdd}) = n)\) return(0);
else {
  \(d_n = F_{\text{on}}^{\text{out}}(\text{obdd} \_ \text{and}(\text{child}_l(\text{obdd}), \text{swap}(\text{child}_r(\text{obdd}))))\);
  if \((\text{index}(\text{child}_l(\text{obdd})) > \text{index}(\text{child}_r(\text{obdd})))\)
    return\((d_n \times 2^{\text{index}(\text{child}_l(\text{obdd})) - \text{index}(\text{obdd})-1})\);
  else return\((d_n \times 2^{\text{index}(\text{child}_l(\text{obdd})) - \text{index}(\text{obdd})-1})\);
}
}

$$\text{swap}(\text{obdd})$$

{
if \((\text{index}(\text{obdd}) = n)\) return(\text{obdd});
else return(new_{\text{obdd}}(\text{variable}(\text{obdd}), \text{swap}(\text{child}_r(\text{obdd})),
  \text{swap}(\text{child}_l(\text{obdd}))));
}

In $F_{d_n}^{\text{out}}$, both $F_{\text{on}}^{\text{out}}$ and $\text{swap}$ take $O(m)$ time, but the operation of $\text{obdd} \_ \text{and}(u, v)$ takes $O(m^2)$ time. Thus, the complexity of $F_{d_n}^{\text{out}}$ is $O(m^2)$. 
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\[ F_{\text{out}}^{\text{in}}(\text{obdd}) \]
\[
\{ \\
\quad n1 = 0; \\
\quad \text{for } (i = 0; i < n; i++) \{ \\
\quad \quad \text{cofactor}(\text{obdd}, x_i, \text{obdd}_i, \text{obdd}_r); \\
\quad \quad \text{left} = F_{\text{dn}}^{\text{out}}(\text{update\_index}(\text{obdd}_i, x_i)); \\
\quad \quad \text{right} = F_{\text{dn}}^{\text{out}}(\text{update\_index}(\text{obdd}_r, x_i)); \\
\quad \quad n1 = n1 + \text{left} + \text{right}; \\
\quad \}\n\}
\]
\[ \text{return}(n1); \]

Both \text{cofactor} and \text{update\_index} take \(O(m)\) time while \(F_{\text{dn}}^{\text{out}}\) takes \(O(m^2)\) time, thus the complexity of \(F_{\text{dn}}^{\text{out}}\) is \(O(nm^2)\). In general, the complexity of computing distance \(n - k\) is \(O(C^m_k m^2)\). Similar to \(F_{\text{dn}}^{\text{in}}(f, x_i)\), we define \(F_{\text{dn}}^{\text{in}}(f, x_i) = F_{\text{dn}}^{\text{out}}(f, \ldots, x_{i-1}, 1, x_{i+1}, \ldots)\).

### 4.1.4 Unateness of Input Variables

A variable \(x_i\) is \textit{monotone increasing} (monotone decreasing) in a function \(f\) if for all input assignments of \(x_j \neq x_i f(\ldots, x_{i-1}, 0, x_{i+1}, \ldots) \leq (\geq) f(\ldots, x_{i-1}, 1, x_{i+1}, \ldots)\).

A variable \(x_i\) is \textit{binate} in \(f\) if \(x_i\) is neither monotone increasing nor monotone decreasing.

The unateness of an input variable can be used as a filter \(F_{\text{unate}}^{\text{in}}(f, x_i) \in \{\text{inc, dec, binate}\}\). This property can also be used as an output variable filter in the following way. Let \(S_{\text{inc}}(f) = \{x_i \mid F_{\text{unate}}^{\text{in}}(f, x_i) = \text{inc}\}\). \(S_{\text{dec}}(f)\) and \(S_{\text{binate}}(f)\) are defined similarly. Then the cardinalities of these sets define the filter \(F_{\text{unate}}^{\text{out}}(f) = (|S_{\text{inc}}|, |S_{\text{dec}}|, |S_{\text{binate}}|)\) with \(R(F_{\text{unate}}^{\text{out}}) = \{(n, 0, 0), (n - 1, 1, 0), (n - 2, 1, 1), \ldots, (0, 0, n)\}\) and \(|R(F_{\text{unate}}^{\text{out}})| = C^2_n\).
The function $F_{unate}^{in}(f, x_i)$ can be computed in $O(m^2)$ as shown below:

$$
F_{unate}^{in}(obdd, x_i)
$$

$$
\{
\text{cofactor}(obdd, x_i, obdd_l, obdd_r);
\text{if}(obdd\_operator(obdd_l, obdd_r, \geq)) \text{return}(inc);
\text{else if}(obdd\_operator(obdd_l, obdd_r, \leq)) \text{return}(dec);
\text{else return}(bineate);
\}
$$

4.1.5 Symmetry Classes of Input Variables

Two variables $x_i$ and $x_j$ are symmetric if they can be interchanged without changing the function value, that is, $f(\ldots, x_i, \ldots, x_j, \ldots) = f(\ldots, x_j, \ldots, x_i, \ldots)$. We can determine if $x_i$ and $x_j$ are symmetric by testing if $f(\ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{j-1}, 1, x_{j+1}, \ldots) = f(\ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots)$. The following algorithm returns true if $x_i$ and $x_j$ are symmetric under the function denoted by $obdd$.

$$
symmetry(obdd, x_i, x_j)
$$

$$
\{
\text{cofactor}(obdd, x_i, obdd_{l_i}, obdd_{r_i});
\text{cofactor}(obdd_{l_i}, x_j, obdd_{l_j}, obdd_{r_j});
\text{cofactor}(obdd_{r_i}, x_j, obdd_{r_{l_j}}, obdd_{r_{r_j}});
\text{return}(obdd_{r_{l_j}} == obdd_{r_{r_j}});
\}
$$

Let $S_{sym}(f)$ be the maximal symmetry classes of $f$, that is,

$$
S_{sym}(f) = \{X_1, \ldots, X_k\}; \sum X_i = \{x_0, \ldots, x_{n-1}\}, X_i \cap X_j = \emptyset, x_i \text{ and } x_j \text{ are symmetric if and only if } x_i \in X_l \text{ and } x_j \in X_l, \text{ for some } l.
$$
The input and output variable filters based on $S_{sym}(f)$ are

$$F_{\text{sym}}^{\text{out}}(f) = \{|X_1|, \ldots, |X_k|\} \text{ and }$$

$$F_{\text{sym}}^{\text{in}}(f, x_i) = |X_i|, \text{ where } x_i \in X_i.$$ 

The ranges of these filters are $R(F_{\text{sym}}^{\text{out}}) = \{\{1, \ldots, 1\}, \{1, \ldots, 1, 2\}, \ldots, \{n\}\}$ and $R(F_{\text{sym}}^{\text{in}}) = \{1, \ldots, n\}$. The cardinality of $R(F_{\text{sym}}^{\text{out}})$ is the number of decompositions of the integer $n$.

### 4.1.6 Use of Filters

This section explains, by the way of a small example, how the various filters can be used. Consider the following Boolean functions each of which has three inputs $a$, $b$, and $c$, where

\[
\begin{align*}
  f(a, b, c) & = a\overline{b} + \overline{b}c + \overline{a}b\overline{c}, \\
  g_0(a, b, c) & = ab + \overline{a}bc, \\
  g_1(a, b, c) & = \overline{b}c + b\overline{c}, \\
  g_2(a, b, c) & = ab + \overline{b}c + \overline{a}c, \\
  g_3(a, b, c) & = \overline{a}b + \overline{a}c + a\overline{b}c, \text{ and} \\
  g_4(a, b, c) & = ab + ac + bc.
\end{align*}
\]

We want to find out which of $g_i$'s are $p$-equivalent to $f$. Applying $F_{\text{dep}}^{\text{out}}$ to the above functions results in

$$F_{\text{dep}}^{\text{out}} : \langle f, g_0, g_1, g_2, g_3, g_4 \rangle = \langle 3, 3, 2, 3, 3, 3 \rangle,$$

which prunes $g_1$. Then we apply $F_{\text{on}}^{\text{out}}$ and get

$$F_{\text{on}}^{\text{out}} : \langle f, g_0, g_2, g_3, g_4 \rangle = \langle 4, 3, 4, 4, 4 \rangle.$$
This filter prunes function $g_0$. Next, we apply $F^{\text{in}}_{on}$ to the rest of functions:

$$F^{\text{in}}_{on}(f(a, b, c)) = (2, 1, 2),$$
$$F^{\text{in}}_{on}(g_2) = (2, 1, 3),$$
$$F^{\text{in}}_{on}(g_3) = (1, 2, 2), \text{ and}$$
$$F^{\text{in}}_{on}(g_4) = (3, 1, 3).$$

By comparing the multi-sets of $F^{\text{in}}_{on}$ we know that both $g_2$ and $g_4$ cannot be $p$-equivalent to $f$. Furthermore, variable $b$ of $f$ can only be mapped by variable $a$ of $g_3$ because they have the same $F^{\text{in}}_{on}$ value. This reduces the number of possible mappings among the inputs between $f$ and $g_3$ to $2!$ instead of $3!$.

Alternatively, instead of using $F^{\text{in}}_{on}$ as an output filter we can use $F^{\text{out}}_{on}$ to prune $g_2$ and $g_4$ because

$$F^{\text{out}}_{d_1}(f, g_2, g_3, g_4) = (2, 3, 2, 3),$$
$$F^{\text{out}}_{d_2}(f, g_2, g_3, g_4) = (3, 2, 3, 3), \text{ and}$$
$$F^{\text{out}}_{d_3}(f, g_2, g_3, g_4) = (1, 1, 1, 0).$$

### 4.1.7 Comparison of Filters

As mentioned earlier, there is a tradeoff between the cost of applying a filter and how effective it is in pruning the search space. To measure a filter’s effectiveness we need to examine the distribution of values of the filter over the sample space of all Boolean function of $n$ variables. A filter partitions the set of all $2^{2^n}$ functions of $n$ variables into equivalence classes, where two functions belong to the same equivalence class if they have the same filter value.

Let $\eta(F, n)$ be the number of equivalence classes formed by $F$ and $N(F, n, k)$ denote the number of Boolean functions $f$ of $n$ variables such that $F(f) = k, 0 \leq k \leq \eta(F, n)$.

Let $P(F, n)$ be the probability that two arbitrarily chosen functions $f$ and $g$ of $n$ variables result in $F(f) = F(g)$. $P(F, n)$ can be used as measure of a filter’s effectiveness. The condition $P(F_1, n) < P(F_2, n)$ implies that two arbitrary
functions will be less likely to have the same filter value under $F_1$ than under $F_2$. Thus, $F_1$ is more likely than $F_2$ to declare that the two non-$p$-equivalent functions are indeed not $p$-equivalent. Once we know the number of equivalence classes $\eta(F, n)$ and the cardinality of each class, then $P(F, n)$ is easily computed. This is given in the following lemma.

**Lemma 4.1.1**

$$P(F, n) = \frac{\sum_{k=0}^{\eta(F, n)} N^2(F, n, k) + 2^{2n}}{(2^{2n} + 1)2^{2n}}.$$  \hspace{1cm} (4.1)

**Proof:** The proof rests on the following fact. Given a set of $m$ elements, the number of ways of selecting $j$ of them without regard to order and with repetitions allowed is $C_j^{m+j-1}$ (binomial coefficient). Therefore the total number of ways of selecting two functions from the set of all $2^{2n}$ functions of $n$ variables without regard to order and with repetitions allowed is $T_n = (2^{2n} + 1)2^{2n}/2$. Using the same argument, the number of ways of selecting two functions from one of the $\eta(F, n)$ equivalence classes which has $N(F, n, k)$ elements is

$$A_{n,k} = \frac{(N(F, n, k) + 1)N(F, n, k)}{2}.$$  

Therefore,

$$P(F, n) = \frac{\sum_{k=0}^{\eta(F, n)} A_{n,k}}{T_n}.$$  

The result follows since $\sum_{k}^{\eta(F, n)} N(F, n, k) = 2^{2n}$. \hspace{1cm} \square

As an example, consider $F_{on}^{out}$. Then $\eta(F_{on}^{out}, n) = 2^n$, $N(F_{on}^{out}, n, k) = C_k^{2^n}$, and $P(F_{on}^{out}, n)$ is given by

$$P(F_{on}^{out}, n) = \frac{\left(\frac{2^{n+1}}{2^n}\right) + 2^{2n}}{(2^{2n} + 1)2^{2n}} \approx \frac{1}{\sqrt{2^n \pi}}.$$  \hspace{1cm} (4.2)
| Filter F   | Cost            | \(|R(F)| - 1 = \eta(F, n)\) |
|------------|-----------------|-----------------------------|
| \(F_{dep}\) | \(O(m)\)       | \(n\)                       |
| \(F_{on}\) | \(O(m)\)       | \(2^n\)                     |
| \(F_{dk}\) | \(O(C_k^n m^2)\) | \(C_k^n 2^{n-1}\)           |
| \(F_{unate}\) | \(O(m^2)\)     | \(C_n^{n+2}\)               |
| \(F_{sym}\) | \(O(n^2 m)\)   | \(O(n^{-1} e^{n/2})\)       |

Table 4.1: Comparison of filters.

For \(F_{out}^{out}\), \(\eta(F_{dep}^{out}, n) = n\) and \(N(F_{dep}^{out}, n, k)\) is given by

\[
N(F_{dep}^{out}, n, k) = \binom{n}{k} \sum_{i=0}^{k} (-1)^i \binom{k}{i} 2^{k-i}. \tag{4.3}
\]

It can been shown that \(P(F_{on}^{out}, n) < P(F_{dep}^{out}, n)\), which implies that \(F_{on}^{out}\) would be more effective than \(F_{dep}^{out}\).

Similarly, we can determine the forms of \(P(F, n)\) for each of the filters described in this section. In this way it is possible to order the filters based on increasing values of \(P(F, n)\). A complete analysis of the filters is beyond the scope of this section. However, it is possible to get another equivalent but highly simplified measure of a filter’s effectiveness. This is simply the cardinality of \(R(F)\). For the set of filters discussed in this section, the order obtained using the simplified measure is the same as the one based on \(P(F, n)\). Table 4.1.7 shows the cost of applying each filter and the cardinality of its range.

Based on the simplistic measure of a filter’s effectiveness, we note that

1. \(F_{on}\) has the best effect/cost ratio, a property that is supported by experimental results 4.5.

2. Although the effect/cost ratio of \(F_{dep}\) is not as good as \(F_{on}\) and \(F_{dk}\), it is very inexpensive to compute. Furthermore, the computation of \(F_{on}\) and \(F_{dk}\) requires determining the dependence set.
3. The effect/cost ratio of $F_{dk}$ is moderate for extreme values of $k$ with respect to $n$.

Note that in the above analysis, each filter is analyzed independently of other filters. A much more accurate analysis is possible if the effect of one filter is taken into account in evaluating another.

4.2 Don’t Care Sets

This section presents the effect of Boolean functions with don’t cares on Boolean matching. A Boolean function $f$ with don’t cares is denoted by $(f_{on}, f_{dc})$ where the on-set of $f_{on}$ is the on-set of $f$ and the on-set of $f_{dc}$ is the don’t care set of $f$. Before extending the matching algorithm, we have the following definitions and lemmas.

**Definition 4.2.1** Two Boolean functions $f$ and $g$ are unifiable, denoted by $f \cong g$, if $f_{on} \subseteq g_{on} + g_{dc}$ and $g_{on} \subseteq f_{on} + f_{dc}$. That is, there exist some don’t care assignments such that $f$ and $g$ can become equal.

**Definition 4.2.2** Given two Boolean functions $f$ and $g$ which are unifiable, the maximum unifier of $f$ and $g$, denoted by $f \mu g$, is the function derived by the minimum don’t care assignment on $f$ and $g$ such that they become equal.

**Lemma 4.2.1** If $f \cong g$ then $f \mu g \equiv (h_{on}, h_{dc})$ where $h_{on} = f_{on} + g_{on}$ and $h_{dc} = f_{dc} + g_{dc}.$

**Lemma 4.2.2** If $f \cong g$ then $f \mu g \equiv g \mu f$.

If $f \cong g \land f \cong h \land g \cong h$ then $(f \mu g) \mu h = (g \mu h)$.

If $f \cong g \land (f \mu g) \not\cong h$ then $(f \not\cong h \lor g \not\cong h)$.

Lemma 4.2.2 has the following important implication: the unification process can be carried out in arbitrary order without backtracking. More specifically, when a
backtrack occurs in the matching algorithm, it is due to a wrong match not the wrong order of unification process.

With the above definitions and lemmas, the extension of the matching algorithm to cover don’t care sets is straightforward. A function $f$ now is represented by two OBDDs $obdd_{on}$ and $obdd_{dc}$. The conflict checking in the basic algorithm is extended to check the unifiable property between two nodes. For example, if a node $u$ of $f$ is mapped to two different nodes $v$ and $v'$ of $g$ during the matching process, then we check if $v$ and $v'$ are unifiable. If they cannot be unified, a conflict results; otherwise we have a possible match between $u$ and $v''$ where $v''$ is the maximum unifier of $v$ and $v'$.

Since a Boolean function with don’t cares actually represents a set of Boolean functions, a filter of such a function then becomes a set of values instead of a single one. For example, $F_{on}^{out}(f_{on}, f_{dc})$ becomes $\{F_{on}^{out}(f_{on}), \ldots, F_{on}^{out}(f_{on}) + F_{on}^{out}(f_{dc})\}$. Consequently, the testing of filter values between two nodes is changed to $r_1 \cap r_2 \neq \phi$, where $r_1$ and $r_2$ are sets of filter values.

Note, two variables may be symmetric under one don’t care assignment but not symmetric under another assignment. Thus, the filtering properties of $F_{sym}$ (and $F_{unate}$) are lost when don’t cares are present.

### 4.3 Filters Based on Spectral Coefficients

This section presents a set of filters based on spectral coefficients. The main purpose of spectral methods [99] is to transform Boolean functions from Boolean domain into another domain so that the transformed functions have more compact implementations. It was conjectured that these methods would provide a unified approach to the synthesis of analog and digital circuits [96]. Although spectral techniques have solid theoretical foundation, until recently they did not receive much attention due to their expensive computation times. With new applications
in fault diagnosis, spectral techniques have recently invoked interest [53]. New computational methods have been proposed. In [40], a technique based on arrays of disjoint ON- and DC-cubes is proposed. In [96], a cube-based algorithm for linear decomposition in spectral domain is proposed.

Recently, [23] proposed two OBDD-based methods for computing spectral coefficients. The first method was to treat integers as bit vectors and integer operations as the corresponding Boolean operations. The main disadvantage of this representation is that arithmetic operations must be performed bit by bit which is very time consuming. The second method employed a variation of OBDD called Multi-Terminal Binary Decision Diagrams (MTBDDs) [22] which are exactly the same as the flattened form of EVBDDs. The major problem with using MTBDDs is the space requirement when the number of distinct coefficients is large.

The work on spectral techniques is motivated by the following observations. First, it is well-known that OBDD-based algorithms have outperformed cube-based algorithms in many logic synthesis and verification applications. Second, spectral methods are based on orthogonal transform techniques in which arithmetic operations and integer domain are used rather than Boolean operations and Boolean domain.

This section presents an EVBDD-based algorithms for computing Hadamard (sometimes termed Walsh-Hadamard) spectrum [99]. In this approach, the matrix representing Boolean function values used in spectral methods is represented by EVBDDs. This takes advantage of compact representation through subgraph sharing. The transformation matrix and the transformation itself are carried out through EVBDD operations. Thus, the benefit of caching computational results is achieved. The algorithms presented here include both the transformation from Boolean domain to spectral domain and the operations within the spectral domain itself.
The Hadamard transformation is carried out in the following form:

\[ T^n Z^n = R^n, \]  

where \( T^n \) is a \( 2^n \times 2^n \) matrix called the transformation matrix, \( Z^n \) is a \( 2^n \times 1 \) matrix which is the truth table representation of a Boolean function, and \( R^n \) is a \( 2^n \times 1 \) matrix which is the spectral coefficients of a Boolean function.

Different transformation matrices generate different spectra. In this section, we use the Hadamard transformation matrix \([99]\) which has a recursive structure as follows:

\[
T^n = \begin{bmatrix} T^{n-1} & T^{n-1} \\ T^{n-1} & -T^{n-1} \end{bmatrix}
\]

and

\[ T^0 = 1. \]

**Example 4.3.1** The spectrum of function \( f(x, y) = x \oplus y \) is computed as

\[
\begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \\
\end{bmatrix} \begin{bmatrix} 0 \\ 1 \\ 1 \\ 0 \\
\end{bmatrix} = \begin{bmatrix} 2 \\ 0 \\ 0 \\ -2 \\
\end{bmatrix}.
\]

The order of each spectral coefficient \( r_i \) \((i^{th} \text{ row of } R^n)\) is the number of 1’s in the binary representation of \( i, 0 \leq i \leq 2^n - 1 \). For example, \( r_{00} \) is the zeroth-order coefficient, \( r_{01} \) and \( r_{10} \) are the first-order coefficients, and \( r_{11} \) is the second-order coefficient. Let \( R^n_i = \{ \text{multi-set of the absolute value of } r_k \text{'s where } r_k \text{ is an } i^{th}\text{-order coefficient of } R^n \}, 0 \leq i \leq n \). In Example 4.3.1, \( R^2_0 = \{2\}, R^2_1 = \{0, 0\}, \) and \( R^2_2 = \{2\} \). An operation on \( f \) and its \( R^n \) which does not modify the sets \( R^n_i \) is referred as an invariance operation. Given a function \( f(x_1, \ldots, x_n) \) with spectrum
\( R^n \), three invariance operations on \( f \) and \( R^n \) are as follows (formal proofs may be found in [38]):

1. Input negation invariance: if \( x_i \) is negated, then the new spectrum \( R'^n \) is formed by \( r'_k = -r_k \) where the \( i^{th} \) bit of \( k \) is 1, and \( r'_k = r_k \) otherwise.

2. Input permutation invariance: if input variables \( x_i \) and \( x_j \) are exchanged, then the new spectrum is formed by exchanging \( r_k \)'s and \( r_l \)'s where \( k - 2^i = l - 2^j \). That is, the \( i^{th} \) and \( j^{th} \) bits of \( k \) and \( l \) are \((1, 0)\) and \((0, 1)\), respectively, while all other bits of \( k \) and \( l \) are the same.

3. Output negation invariance: if \( f \) is negated, the \( R'^n \) is formed by replacing all \( r_k \) by \(-r_k\).

**Lemma 4.3.1** Two Boolean functions are input-negation, input-permutation, and output-negation equivalent (npo-equivalent) only if their \( R^n \)'s are equivalent.

Proof: For negation equivalent, since \( |r_k| = |-r_k| \), replacing \( r_k \) by \(-r_k\) will not change \( R^n \). For permutation equivalent, since \( r_k \)'s and \( r_l \)'s have the same order, exchanging their values is equivalent to permuting values in multi-set \( R^n \).

From Lemma 4.3.1, we have a new set of filters: \( R^n \). The following shows how to use EVBDDs to represent Boolean functions in spectral domains. The resulting data structure is called an SPBDD. The function value of an input pattern \( b_0 \ldots b_{n-1} \) in SPBDDs is an element of \( R^n \) if the pattern contains \( i \) 1's.

### 4.3.1 Spectral EVBDD (SPBDD)

The major problem with Equation 4.4 is that all matrices involved are of size \( 2^n \). Therefore, only functions with a small number of inputs can be computed. To overcome this difficulty, we use EVBDDs to represent both \( \mathbb{Z}^n \) and \( R^n \). When an EVBDD is used to represent \( R^n \), it is referred as SPECTral EVBDD, or SPBDD for
short. The difference between EVBDDs and SPBDDs is in the semantics, not the syntax. A path in EVBDDs corresponds to a function value while a path in SPBDDs corresponds to a spectral coefficient. The matrix multiplication by $T^n$ is implicitly carried out in the transformation from $Z^n$ to $R^n$ (i.e., from EVBDD to SPBDD).

$Z^n$ and $R^n$ are recursively defined as follows:

$$Z^n = \begin{bmatrix} Z_0^{n-1} \\ Z_1^{n-1} \end{bmatrix}$$

and

$$R^n = \begin{bmatrix} R_0^{n-1} \\ R_1^{n-1} \end{bmatrix}.$$

Then, Equation 4.4 can be rewritten as:

$$\begin{bmatrix} T^{n-1} & T^{n-1} \\ T^{n-1} & -T^{n-1} \end{bmatrix} \begin{bmatrix} Z_0^{n-1} \\ Z_1^{n-1} \end{bmatrix} = \begin{bmatrix} T^{n-1}Z_0^{n-1} + T^{n-1}Z_1^{n-1} \\ T^{n-1}Z_0^{n-1} - T^{n-1}Z_1^{n-1} \end{bmatrix} = \begin{bmatrix} R_0^{n-1} \\ R_1^{n-1} \end{bmatrix} \tag{4.5}$$

Equation 4.5 then is implemented through EVBDD $^1$ as:

$$\tau((x, Z_1^{n-1}, Z_0^{n-1})) = (x, \tau(Z_0^{n-1}) - \tau(Z_1^{n-1}), \tau(Z_0^{n-1}) + \tau(Z_1^{n-1})), \tag{4.6}$$

$$\tau(1) = 1, \tag{4.7}$$

$$\tau(0) = 0. \tag{4.8}$$

where $\tau$ is the transformation function which converts an EVBDD representing a Boolean function to an SPBDD. To show the above equations correctly implement Equation 4.5, we prove the following lemma.

---

$^1$For the sake of readability, flattened EVBDD is used in this section.
Lemma 4.3.2 Let \( \tau : \text{EVBDD} \rightarrow \text{SPBDD} \) as defined in Equations 4.6-4.8, then \( \tau \) implements \( T \), that is, \( \tau(f^n) = T^n f^n \), where \( f^n \) is an \( n \)-input function. Or, equivalently, \( \tau((x_n, Z_1^{n-1}, Z_0^{n-1})) = (x_n, R_1^{n-1}, R_0^{n-1}) \).

Proof: By induction on input size \( n \).

Base: \( n = 0 \), \( f^0 = c \) is a constant function, \( c \in \{0,1\} \),

\[ \tau(c) = c \quad \text{by Equations 4.7 and 4.8,} \]

\[ T^0[c] = [1][c] = [c]. \]

Induction hypothesis (IH): assume it is true for \( 0 \leq n \leq k - 1 \), \( \tau(f^n) = T^n f^n \).

Induction:

\[ \begin{align*}
\tau((x_k, Z_1^{k-1}, Z_0^{k-1})) & = (x_k, \tau(Z_1^{k-1}) - \tau(Z_0^{k-1}), \tau(Z_0^{k-1}) + \tau(Z_1^{k-1})) & \text{by Equation 4.6} \\
& = (x_k, T^{k-1}Z_1^{k-1} - T^{k-1}Z_0^{k-1}, T^{k-1}Z_0^{k-1} + T^{k-1}Z_1^{k-1}) & \text{by IH} \\
& = (x_k, R_1^{k-1}, R_0^{k-1}) & \text{by Equation 4.5}
\end{align*} \]

Example 4.3.2 The exclusive-or function in Example 4.3.1 is redone in terms of EVBDD representation.

\[ \begin{align*}
\tau((x, \langle y, 0, 1 \rangle, \langle y, 1, 0 \rangle)) & = (x, \tau(\langle y, 1, 0 \rangle) - \tau(\langle y, 0, 1 \rangle), \tau(\langle y, 1, 0 \rangle) + \tau(\langle y, 0, 1 \rangle)) \\
& = (x, \langle y, \tau(0) - \tau(1), \tau(0) + \tau(1) \rangle - \langle y, \tau(1) - \tau(0), \tau(1) + \tau(0) \rangle, \\
& \quad \quad \quad \quad \langle y, \tau(0) - \tau(1), \tau(0) + \tau(1) \rangle + \langle y, \tau(1) - \tau(0), \tau(1) + \tau(0) \rangle) \\
& = (x, \langle y, -1, 1 \rangle - \langle y, 1, 1 \rangle, \langle y, -1, 1 \rangle + \langle y, 1, 1 \rangle) \\
& = (x, \langle y, -2, 0 \rangle, \langle y, 0, 2 \rangle).
\end{align*} \]

Pseudo code \texttt{evbdd_to_spbdd}(ev, level, n) is the implementation of Equation 4.5. Because of the following situation, this procedure requires \texttt{level} and \( n \) as parameters:

\[ \begin{align*}
\tau((x, z, z)) & = (x, \tau(z) - \tau(z), \tau(z) + \tau(z)), \\
& = (x, 0, 2 \times \tau(z)).
\end{align*} \]
In reduced EVBDD, \((x, z, z)\) will be reduced to \(z\) while \((x, 0, 2 \times \tau(z))\) cannot be reduced in SPBDD. We need to keep track of the current level so that when the index of the root node \(ev\) is greater than \(level\), we generate \((level, 0, 2 \times \tau(ev))\) (lines 3-8).

\[
\text{evbdd_to_spbdd}(ev, level, n)
\]

\{
1 \quad \text{if (level == n) return ev;}
2 \quad \text{if (ev == 0) return 0;}
3 \quad \text{if (index(ev) > level) }
4 \quad \quad \text{sp = evbdd_to_spbdd(ev, level + 1, n);}
5 \quad \quad \text{left = 0;}
6 \quad \quad \text{right = evbdd_add(sp, sp)}
7 \quad \quad \text{return new_evbdd(level, left, right);}
8 \}
9 \quad \text{sp_l = evbdd_to_spbdd(child_l(ev), level + 1, n);}
10 \quad \text{sp_r = evbdd_to_spbdd(child_r(ev), level + 1, n);}
11 \quad \text{left = evbdd_sub(sp_r, sp_l);}
12 \quad \text{right = evbdd_add(sp_r, sp_l);}
13 \quad \text{return new_evbdd(level, left, right);}
\}

### 4.3.2 Boolean Operations in Spectral Domain

This section shows how to perform Boolean operations in SPBDDs. It first presents the algorithm for performing Boolean conjunction in SPBDDs by the following definition.

**Definition 4.3.1** Given two SPBDDs \(f\) and \(g\), the operator \(\land\) is carried out in the following way:
\[ f \land g = f \times g, \text{ if } f \text{ and } g \text{ are terminal nodes; otherwise,} \]
\[ \langle x, f_l, f_r \rangle \land \langle x, g_l, g_r \rangle = \langle x, (f_l \land g_r + f_r \land g_l) / 2, (f_l \land g_l + f_r \land g_r) / 2 \rangle. \]

The following lemma and theorem prove that the above definition carries out the Boolean conjunction in SPBDDs.

**Lemma 4.3.3** \((f + g) \land (i + j) = f \land i + f \land j + g \land i + g \land j\), where \(f, g, i, j \in \text{SPBDD}\). (Note that \(+\)'s may be replaced by \(-\)'s.)

Proof: by induction on the size of inputs.

Base: \(n = 0, f, g, i, \) and \(j\) are constant functions.

\[
(f + g) \land (i + j) \quad \text{from LHS} \\
= (f + g) \times (i + j) \quad \text{by Def. 4.3.1} \\
= f \times i + f \times j + g \times i + g \times j \quad \text{by distributive laws of } \times \text{ and } +
\]

\[
f \land i + f \land j + g \land i + g \land j \quad \text{from RHS} \\
= f \times i + f \times j + g \times i + g \times j \quad \text{by Def. 4.3.1}
\]

Induction hypothesis (IH): assume it is true for \(0 \leq n < k\).

Induction: let \(f = \langle x_k, f_l, f_r \rangle, g = \langle x_k, g_l, g_r \rangle, i = \langle x_k, i_l, i_r \rangle, \) and \(j = \langle x_k, j_l, j_r \rangle, \) where \(f_l, f_r, g_l, g_r, i_l, i_r, j_l, j_r\) have at most \(k - 1\) inputs.

\[
\langle x_k, f_l, f_r \rangle \land \langle x_k, i_l, i_r \rangle + \langle x_k, f_l, f_r \rangle \land \langle x_k, j_l, j_r \rangle + \langle x_k, g_l, g_r \rangle \land \langle x_k, i_l, i_r \rangle + \langle x_k, g_l, g_r \rangle \land \langle x_k, j_l, j_r \rangle \\
= \langle x_k, (f_l \land i_r + f_r \land i_l) / 2, (f_l \land i_l + f_r \land i_r) / 2 \rangle + \langle x_k, (f_l \land j_r + f_r \land j_l) / 2, (f_l \land j_l + f_r \land j_r) / 2 \rangle + \langle x_k, (g_l \land i_r + g_r \land i_l) / 2, (g_l \land i_l + g_r \land i_r) / 2 \rangle + \langle x_k, (g_l \land j_r + g_r \land j_l) / 2, (g_l \land j_l + g_r \land j_r) / 2 \rangle \quad \text{from RHS} \\
= \langle x_k, (f_l \land i_r + f_r \land i_l) / 2 + (f_l \land j_r + f_r \land j_l) / 2 + (g_l \land i_l + g_r \land i_r) / 2 + (g_l \land j_l + g_r \land j_r) / 2, \\
(f_l \land i_l + f_r \land i_r) / 2 + (f_l \land j_l + f_r \land j_r) / 2 + (g_l \land j_r + g_r \land j_l) / 2 + (g_l \land j_l + g_r \land j_r) / 2, \rangle \quad \text{by Def 4.3.1} \\
= \langle x_k, (f_l \land i_r + f_r \land i_l + f_l \land j_r + f_r \land j_l + g_l \land i_l + g_r \land i_r + g_l \land j_l + g_r \land j_r) / 2, \\
(f_l \land i_l + f_r \land i_r + f_l \land j_l + f_r \land j_r + g_l \land j_l + g_r \land j_r) / 2 \rangle \quad \text{by + in SPBDD} \\
+ g_l \land i_l + g_r \land i_r + g_l \land j_l + g_r \land j_r \quad \text{by } + \text{ and } / \]
\[
\begin{align*}
&= \langle x_k, f_l + g_l, f_r + g_r \rangle \land \langle x_k, i_l + j_l, i_r + j_r \rangle \\
&= \langle x_k, ((f_l + g_l) \land (i_l + j_l)) + (f_r + g_r) \land (i_l + j_l) \rangle / 2,
\quad ((f_l + g_l) \land (i_l + j_l)) + (f_r + g_r) \land (i_l + j_l) / 2 \rangle \\
&= \langle x_k, (f_l \land i_l + f_l \land j_l + g_l \land i_l + g_l \land j_l)
+ f_r \land i_l + f_r \land j_l + g_r \land i_l + g_r \land j_l) / 2, (f_l \land i_l + f_l \land j_l + g_l \land i_l + g_l \land j_l)
+ f_r \land i_l + f_r \land j_l + g_r \land i_l + g_r \land j_l) / 2 \rangle \\
&\text{by LHS} \\
&\text{by + in SPBDD} \\
&\text{by Def 4.3.1} \\
&\text{by IH}
\end{align*}
\]

\[\square\]

**Theorem 4.3.1** Given two Boolean functions \(f\) and \(g\) represented in EVBDDs, \(\tau(f \cdot g) = \tau(f) \land \tau(g)\), where \(\cdot\) is the conjunction operator in Boolean domain.

Proof: by induction on the size of inputs.

**Base**: \(n = 0\), \(f\) and \(g\) are terminal nodes or constant functions.

\[\tau(f \cdot g) = \tau(f \times g) = f \times g.\]

\[\tau(f) \land \tau(g) = f \land g = f \times g.\]

**Induction hypothesis (IH)**: assume it is true for \(0 \leq n \leq k - 1\).

**Induction**: let \(f = \langle x_k, f_l, f_r \rangle\) and \(g = \langle x_k, g_l, g_r \rangle\) where \(f_l\), \(f_r\), \(g_l\) and \(g_r\) have at most \(k - 1\) inputs.

\[
\begin{align*}
\tau(\langle x_k, f_l, f_r \rangle \cdot \langle x_k, g_l, g_r \rangle) &= \tau(\langle x_k, f_l \cdot g_l, f_r \cdot g_r \rangle) \\
&= \langle x_k, \tau(f_l \cdot g_l) - \tau(f_l \cdot g_l), \tau(g_l \cdot g_r) + \tau(f_r \cdot g_r) \rangle \\
&= \langle x_k, \tau(f_l) \land \tau(g_l), \tau(f_r) \land \tau(g_r) + \tau(f_l) \land \tau(g_l) \rangle \\
&\text{from LHS} \\
&\text{by \(\cdot\) in EVBDD} \\
&\text{by \(\tau\) operation} \\
&\text{by IH}
\end{align*}
\]
\[
\tau(x_k, f_l, f_r) \wedge \tau(x_k, g_l, g_r) \quad \text{(RHS)}
\]

\[
= \langle x_k, \tau(f_r) - \tau(f_i), \tau(f_r) + \tau(f_i) \rangle \wedge \\
\langle x_k, \tau(g_r) - \tau(g_i), \tau(g_r) + \tau(g_i) \rangle \quad (\tau)
\]

\[
= \langle x_k, ((\tau(f_r) - \tau(f_i)) \wedge (\tau(g_r) + \tau(g_i)) + \\
(\tau(f_r) + \tau(f_i)) \wedge (\tau(g_r) - \tau(g_i)))/2, \\
((\tau(f_r) - \tau(f_i)) \wedge (\tau(g_r) - \tau(g_i)) + \\
(\tau(f_r) + \tau(f_i)) \wedge (\tau(g_r) + \tau(g_i)))/2 \rangle \quad (\wedge)
\]

\[
= \langle x_k, (\tau(f_r) \wedge \tau(g_r) + \tau(f_r) \wedge \tau(g_l) - \\
\tau(f_i) \wedge \tau(g_r) - \tau(f_i) \wedge \tau(g_l) + \\
\tau(f_r) \wedge \tau(g_r) - \tau(f_r) \wedge \tau(g_l) + \\
\tau(f_i) \wedge \tau(g_r) - \tau(f_i) \wedge \tau(g_l))/2, \\
(\tau(f_r) \wedge \tau(g_r) - \tau(f_r) \wedge \tau(g_l) - \\
\tau(f_i) \wedge \tau(g_r) + \tau(f_i) \wedge \tau(g_l) + \\
\tau(f_r) \wedge \tau(g_r) + \tau(f_r) \wedge \tau(g_l) + \\
\tau(f_i) \wedge \tau(g_r) + \tau(f_i) \wedge \tau(g_l))/2 \rangle \quad \text{(LEMMA 4.3.3)}
\]

\[
= \langle x_k, \tau(f_r) \wedge \tau(g_r) - \tau(f_i) \wedge \tau(g_l), \\
\tau(f_r) \wedge \tau(g_r) + \tau(f_i) \wedge \tau(g_l) \rangle \quad (+, -, /)
\]

□

Other Boolean operations in SPBDDs are carried out by the following equations:

\[
f \lor g = f + g - f \wedge g, \quad (4.9)
\]

\[
f \oplus g = f + g - 2 \times (f \wedge g), \quad (4.10)
\]

\[
\bar{f} = J^n - f, \quad (4.11)
\]

where \( \lor, \oplus, \) and \( \neg \), are or, xor, and not in spectral domain (SPBDD), \( J^n = [2^n, 0, \ldots, 0]^t \). These operations \( \lor, \oplus, \) and \( \neg \) are from [53] with minor modification to match the \( \tau \) operation. Operations +, −, and × are carried out in the same way as in EVBDDs (Sec. 2.3).
4.4 Filters Based on Prime Implicants

This section describes a set of filters based on the complete set of prime implicants of a function and presents OBDD-based data structures and algorithms for efficient computation of this set of filters.

**Definition 4.4.1** Given a function \( f(x_0, \ldots, x_{n-1}) \), let

\[
Primes(f) = \{p \mid p \text{ is a prime implicant of } f\}, \\
P_j, x = \{p \mid p \in Primes(f) \land p \subseteq x\}, \\
P_j, \bar{x} = \{p \mid p \in Primes(f) \land p \subseteq \bar{x}\}, \\
P_j, x_e = \{p \mid p \in Primes(f) \land p \not\subseteq x \land p \not\subseteq \bar{x}\}, \\
P_c(f, x) = \langle \min(|P_{j, x}|, |P_{j, \bar{x}}|), \max(|P_{j, x}|, |P_{j, \bar{x}}|), |P_{j, x_e}|\rangle, \text{ and} \\
P_{count}(f) = \{P_c(f, x) \mid x \in \text{support}(f)\}.
\]

where \( \{ \} \) represents a multi-set. We have the following propositions. Let \( F^{out} \) and \( F^{in} \) denote output and input filters as defined in Sec. 4.1.

**Proposition 4.4.1** \( |Primes(f)| \) is an \( F^{out} \).

**Proposition 4.4.2** \( P_c(f, x) \) is an \( F^{in} \).

**Proposition 4.4.3** \( P_{count}(f) \) is an \( F^{out} \).

To compute the complete set of prime implicants of a function, a variation of OBDD was developed which is inspired by the Coudert and Madre's work [26]. In this variant of OBDD, each nonterminal node has three children *left*, *center* and *right* and denotes the function \( x f_l + f_c + \bar{x} f_r \) where \( f_c = f_l f_r \). The resulting OBDD is referred as the Consensus OBDD, or CBDD for short.

The computation of \( Primes(f) \) is carried out in two steps. In the first step, we generate all prime implicants as well as some nonprime implicants based on the consensus operation. In the second step, we remove the nonprime implicants.
To perform the first step, we must convert OBDDs to CBDDs. The conversion is described by the following algorithm \texttt{obdd\_to\_cbdd}.

\[
\text{obdd\_to\_cbdd}(f) \\
\quad \{ \\
\quad \quad \text{if } (f == 0) \text{ return } 0; \\
\quad \quad \text{if } (f == 1) \text{ return } 1; \\
\quad \quad f_c = \text{obdd\_and}(f_l, f_r); \\
\quad \quad \text{return cbdd\_construct}(\text{variable}(f), \text{obdd\_to\_cbdd}(f_l), \\
\quad \quad \quad \quad \text{obdd\_to\_cbdd}(f_c), \text{obdd\_to\_cbdd}(f_r)); \\
\quad \} 
\]

where \texttt{cbdd\_construct} builds a nonterminal node with root \texttt{variable}(f) and three children.

After the operation \texttt{obdd\_to\_cbdd}, the resulting CBDD contains not only all prime implicants but also some nonprime implicants. In the second step, we remove the nonprime implicants from the CBDD using the following formula:

\[
Primes(f) = (Primes(f_l) - Primes(f_l f_r)) \cup (Primes(f_r) - Primes(f_l f_r)) \\
\quad \cup Primes(f_l f_r)
\]

The operation is carried out by the \texttt{cbdd\_to\_pbdd} procedure. The resulting OBDD is referred as Prime OBDD, or PBDD for short, in which every path to a terminal node 1 corresponds to a prime implicant. Note that, a PBDD \( f \) contains all the prime implicants of function \( f \) and its center child contains all the prime implicants of \( f_l f_r \), but its left (right) child neither contains all the prime implicants of \( f_l \) (\( f_r \)) nor contains all the prime implicants of \( f_l - f_r \) (\( f_r - f_l \)). This is because the 'subtract' (\texttt{pbdd\_sub}) operation is not closed under PBDDs.


```c

cbdd_to_pbdd(f)
{
    if (f == 0) return 0;
    if (f == 1) return 1;
    h_l = cbdd_to_pbdd(f_l);
    h_r = cbdd_to_pbdd(f_r);
    new_c = cbdd_to_pbdd(f_c);
    new_l = pbdd_sub(h_l, new_c);
    new_r = pbdd_sub(h_r, new_c);
    return pbdd_construct(variable(f), new_l, new_c, new_r);
}

pbdd_sub(f, g)
{
    if (f == 0) return 0;
    if (g == 0) return f;
    if (f == g) return 0;
    if (variable(f) > variable(g))
        return pbdd_sub(f, g);
    if (variable(f) < variable(g))
        return pbdd_construct(variable(f), f_l, pbdd_sub(f_c, g), f_r);
    return pbdd_construct(variable(f), pbdd_sub(f_l, g),
        pbdd_sub(f_c, g_c), pbdd_sub(f_r, g_r));
}
```

Filters described in propositions 4.4.1, 4.4.2, and 4.4.3 can be easily constructed using the PBDDs. For example, $|Primes(f)|$ is equivalent to computing the number of 1-paths in the PBDD for $f$. 
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Figure 4.4: Function carry represented by (a) OBDD (b) CBDD (c) PBDD.

**Example 4.4.1** The function carry of a full adder represented by OBDD, CBDD, and PBDD is shown in Fig. 4.4. The CBDD representation of carry in Fig. 4.4 (b) is derived by applying procedure obdd_to_cbdd on the OBDD in Fig. 4.4 (a), and the PBDD in Fig 4.4 (c) is derived by applying procedure cbdd_to_pbdd on the one in Fig. 4.4 (b).

The set of prime implicants of carry is \( \{xy, yz, xz\} \). Note that the implicants of carry represented by 4.4 (b) are \( \{xy, x\bar{y}z, xz, yz, \bar{x}yz\} \) where \( x\bar{y}z \) and \( \bar{x}yz \) are not prime implicants.

The set of filters defined in this section for carry is as follows:

\[
\begin{align*}
|Primes(carry)| &= 3, \\
P_e(carry, x) &= \langle 0, 2, 1 \rangle, \\
P_e(carry, y) &= \langle 0, 2, 1 \rangle, \\
P_e(carry, z) &= \langle 0, 2, 1 \rangle, \text{ and} \\
P_{count}(carry) &= \{ \langle 0, 2, 1 \rangle, \langle 0, 2, 1 \rangle, \langle 0, 2, 1 \rangle \}.
\end{align*}
\]

\( \square \)

### 4.5 Experimental Results

The Boolean matching algorithm and the various filters have been tested on the MCNC and ISCAS benchmark circuits. For each circuit we constructed two OBDDs.
The second OBDD was generated by randomly permuting and renaming the variables of the first. Table 4.2 shows the characteristics of each circuit, the number of nodes in each OBDD and the execution times (in CPU seconds on a Sparc Station II with 64 MB of memory) for the Boolean matching algorithm with and without the use of various filters. The following legend describes the data in each column.

1. **A**: Boolean matching with no filters used.

2. **B**: $F_{on}^{in}$ computed and checked during Boolean matching.

3. **C**: $F_{dep}^{out}$, $F_{on}^{out}$, $F_{dn}^{out}$, and $F_{di}^{out}$ used in the given order as long as more than two outputs have the same filter value. These filters are computed and checked prior to Boolean matching.

4. **D**: $F_{out}^{out}$ filters are used as in C (before matching) and then $F_{on}$ is used as in B (during matching).

<table>
<thead>
<tr>
<th>in, out</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>sao2</td>
<td>10, 4</td>
<td>12.39</td>
<td>0.85</td>
<td>0.73</td>
</tr>
<tr>
<td>rd73</td>
<td>7, 3</td>
<td>1.85</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>rd84</td>
<td>8, 4</td>
<td>6.27</td>
<td>0.22</td>
<td>0.02</td>
</tr>
<tr>
<td>misex1</td>
<td>8, 7</td>
<td>13.13</td>
<td>12.52</td>
<td>0.03</td>
</tr>
<tr>
<td>misex2</td>
<td>25, 18</td>
<td>—</td>
<td>—</td>
<td>3.68</td>
</tr>
<tr>
<td>misex3</td>
<td>14, 14</td>
<td>—</td>
<td>—</td>
<td>13.25</td>
</tr>
<tr>
<td>apex1</td>
<td>45, 45</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>apex2</td>
<td>39, 3</td>
<td>—</td>
<td>221.42</td>
<td>—</td>
</tr>
<tr>
<td>duke2</td>
<td>22, 29</td>
<td>—</td>
<td>—</td>
<td>3.50</td>
</tr>
<tr>
<td>c432</td>
<td>36, 7</td>
<td>—</td>
<td>1279.72</td>
<td>29.55</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental results of Boolean matching.
The results displayed in Table 4.2 are summarized below.

- Comparing columns A and B, we find that in those cases where the Boolean matching was completed in a reasonable amount of time, the application of $F_{on}^{out}$ resulted in speed up ranging from 19 to 28 times.

- Comparing columns A and C, we find a speed up ranging from 17 to 430 times. We also note that for circuits misex2, misex3, duke2, and c432 the matching algorithm without any filters had to be aborted. However, use of the filters $F_{dep}^{out}$, $F_{on}^{out}$, $F_{dn}^{out}$, and $F_{d1}^{out}$, resulted in successful completion within a very short period of time.

- When $F_{on}^{in}$ was applied in conjunction with the filters in $\{F_{dep}^{out}, F_{on}^{out}, F_{dn}^{out}, F_{d1}^{out}\}$, then the matching algorithm was successful in all cases.

- For circuits with a small number of inputs, the filters in $\{F_{dep}^{out}, F_{on}^{out}, F_{dn}^{out}, F_{d1}^{out}\}$ seem to be more effective than $F_{on}^{in}$. However, $F_{on}^{in}$ is very effective for larger circuits.

The above results are generated using arbitrary variable orderings for the initial OBDDs. Using any of the other ordering strategies that have been reported [12], we expect further improvement in performance.

Table 4.3 shows the results of some benchmarks represented in both EVBDD and SPBDD forms. Column ‘EVBDD’ depicts the size and time required for representing and constructing a circuit using EVBDDs while column ‘SPBDD’ depicts the size of SPBDDs and the time required for converting from EVBDDs to SPBDDs. In average, the ratio of the number of nodes required for representing SPBDDs over that of EVBDDs is 6.8, and the ratio of the conversion time for SPBDDs over the construction time of EVBDDs is 41.

The performance of a filter depends on its capability of pruning (effectiveness) and its computation time (cost). Experimental results of [23] show that this filter
is quite good because it rejected all unmatchable functions that were encountered. However, according to results of Table 4.3, this filter is relatively expensive to compute when comparing with other filters [57]. Therefore, this filter should be used only after other filters have failed to prune the search space.

<table>
<thead>
<tr>
<th>In</th>
<th>Out</th>
<th>EVBDD</th>
<th>SPBDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Size</td>
<td>Time</td>
</tr>
<tr>
<td>9symml</td>
<td>9</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>c8</td>
<td>28</td>
<td>18</td>
<td>142</td>
</tr>
<tr>
<td>cc</td>
<td>21</td>
<td>20</td>
<td>76</td>
</tr>
<tr>
<td>cmb</td>
<td>16</td>
<td>4</td>
<td>35</td>
</tr>
<tr>
<td>comp</td>
<td>32</td>
<td>3</td>
<td>145</td>
</tr>
<tr>
<td>cordic</td>
<td>23</td>
<td>2</td>
<td>84</td>
</tr>
<tr>
<td>count</td>
<td>35</td>
<td>16</td>
<td>233</td>
</tr>
<tr>
<td>cu</td>
<td>14</td>
<td>11</td>
<td>66</td>
</tr>
<tr>
<td>f51m</td>
<td>8</td>
<td>8</td>
<td>65</td>
</tr>
<tr>
<td>lal</td>
<td>26</td>
<td>19</td>
<td>99</td>
</tr>
<tr>
<td>mux</td>
<td>21</td>
<td>1</td>
<td>86</td>
</tr>
<tr>
<td>parity</td>
<td>16</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>pcle</td>
<td>19</td>
<td>9</td>
<td>94</td>
</tr>
<tr>
<td>pcler8</td>
<td>27</td>
<td>17</td>
<td>139</td>
</tr>
<tr>
<td>pm1</td>
<td>16</td>
<td>13</td>
<td>57</td>
</tr>
<tr>
<td>sect</td>
<td>19</td>
<td>15</td>
<td>101</td>
</tr>
<tr>
<td>ttt2</td>
<td>24</td>
<td>21</td>
<td>173</td>
</tr>
<tr>
<td>unreg</td>
<td>36</td>
<td>16</td>
<td>134</td>
</tr>
<tr>
<td>x2</td>
<td>10</td>
<td>7</td>
<td>41</td>
</tr>
<tr>
<td>z4ml</td>
<td>7</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>b9</td>
<td>41</td>
<td>21</td>
<td>212</td>
</tr>
<tr>
<td>alu2</td>
<td>10</td>
<td>6</td>
<td>248</td>
</tr>
<tr>
<td>alu4</td>
<td>14</td>
<td>8</td>
<td>1166</td>
</tr>
<tr>
<td>term1</td>
<td>34</td>
<td>10</td>
<td>614</td>
</tr>
<tr>
<td>apex7</td>
<td>49</td>
<td>37</td>
<td>665</td>
</tr>
<tr>
<td>cht</td>
<td>47</td>
<td>36</td>
<td>133</td>
</tr>
<tr>
<td>example2</td>
<td>85</td>
<td>66</td>
<td>752</td>
</tr>
</tbody>
</table>

Table 4.3: Experimental results of SPBDDs.

In Table 4.4, columns ‘OBDD’, ‘CBDD’, and ‘PBDD’ depict the time required for constructing a circuit using OBDDs, CBDDs, and PBDDs, respectively. Column ‘# Primes’ depicts the number of prime implicants of a circuit. Since the construction of the PBDD filters requires operations similar to those performed while constructing $F_{d1}^{out}$, we should apply these filters only after $F_{d1}^{out}$ has failed to prune the search space.
<table>
<thead>
<tr>
<th></th>
<th>OBDD</th>
<th>CBDD</th>
<th>PBDD</th>
<th># Primes</th>
</tr>
</thead>
<tbody>
<tr>
<td>9symml</td>
<td>0.17</td>
<td>0.77</td>
<td>0.05</td>
<td>1680</td>
</tr>
<tr>
<td>c8</td>
<td>0.08</td>
<td>0.2</td>
<td>0.07</td>
<td>228</td>
</tr>
<tr>
<td>cc</td>
<td>0.02</td>
<td>0.08</td>
<td>0.04</td>
<td>52</td>
</tr>
<tr>
<td>cmb</td>
<td>0.04</td>
<td>0.11</td>
<td>0.01</td>
<td>26</td>
</tr>
<tr>
<td>comp</td>
<td>0.09</td>
<td>80.73</td>
<td>0.1</td>
<td>196606</td>
</tr>
<tr>
<td>cordic</td>
<td>0.06</td>
<td>9.3</td>
<td>0.06</td>
<td>1742</td>
</tr>
<tr>
<td>count</td>
<td>0.11</td>
<td>0.39</td>
<td>0.16</td>
<td>336</td>
</tr>
<tr>
<td>cu</td>
<td>0.02</td>
<td>0.07</td>
<td>0.05</td>
<td>29</td>
</tr>
<tr>
<td>f51m</td>
<td>0.06</td>
<td>0.18</td>
<td>0.09</td>
<td>94</td>
</tr>
<tr>
<td>lai</td>
<td>0.05</td>
<td>0.21</td>
<td>0.08</td>
<td>102</td>
</tr>
<tr>
<td>mux</td>
<td>0.08</td>
<td>0.84</td>
<td>0.16</td>
<td>81</td>
</tr>
<tr>
<td>parity</td>
<td>0.02</td>
<td>0.08</td>
<td>0.01</td>
<td>32768</td>
</tr>
<tr>
<td>pcle</td>
<td>0.03</td>
<td>0.08</td>
<td>0.08</td>
<td>81</td>
</tr>
<tr>
<td>pcler8</td>
<td>0.04</td>
<td>0.12</td>
<td>0.09</td>
<td>119</td>
</tr>
<tr>
<td>pm1</td>
<td>0.02</td>
<td>0.04</td>
<td>0.01</td>
<td>37</td>
</tr>
<tr>
<td>sct</td>
<td>0.05</td>
<td>0.18</td>
<td>0.11</td>
<td>78</td>
</tr>
<tr>
<td>ttt2</td>
<td>0.19</td>
<td>0.51</td>
<td>0.12</td>
<td>160</td>
</tr>
<tr>
<td>unreg</td>
<td>0.04</td>
<td>0.12</td>
<td>0.1</td>
<td>112</td>
</tr>
<tr>
<td>x2</td>
<td>0.01</td>
<td>0.05</td>
<td>0.03</td>
<td>33</td>
</tr>
<tr>
<td>z4ml</td>
<td>0.06</td>
<td>0.15</td>
<td>0.03</td>
<td>59</td>
</tr>
<tr>
<td>b9</td>
<td>0.08</td>
<td>0.32</td>
<td>0.14</td>
<td>146</td>
</tr>
<tr>
<td>alu2</td>
<td>0.58</td>
<td>2.6</td>
<td>0.47</td>
<td>328</td>
</tr>
<tr>
<td>alu4</td>
<td>2.88</td>
<td>38.28</td>
<td>9.51</td>
<td>1980</td>
</tr>
<tr>
<td>term1</td>
<td>1.11</td>
<td>7.52</td>
<td>1.44</td>
<td>330</td>
</tr>
<tr>
<td>apex7</td>
<td>0.28</td>
<td>1.66</td>
<td>0.99</td>
<td>1027</td>
</tr>
<tr>
<td>cht</td>
<td>0.08</td>
<td>0.14</td>
<td>0.08</td>
<td>120</td>
</tr>
<tr>
<td>example2</td>
<td>0.19</td>
<td>0.41</td>
<td>0.28</td>
<td>461</td>
</tr>
</tbody>
</table>

Table 4.4: Experimental results of PBDDs.
Chapter 5

Integer Linear Programming

Integer Linear Programming (ILP) is an NP-hard problem [42] that appears in many applications. Most of existing techniques for solving ILP such as branch-and-bound [64, 31, 76] and cutting-plane methods [43, 44] are based on the linear programming (LP) method. While they may sometimes solve hundreds of variables, they cannot guarantee to find an optimal solution for problems with more than, say, 50 variables. It is believed that an effective ILP solver should incorporate integer or combinatorial programming theory into the linear programming method [4].

Jeong et al. [59] describe an OBDD-based approach for solving the 0-1 programming problems. This approach does not, however, use OBDDs for integer related operations such as conversion from linear inequality form of constraints into Boolean functions and optimization of nonbinary goal functions. Consequently, the caching of computation results is limited to only Boolean operations (i.e., for constraint conjunction).

This chapter presents an approach for solving the ILP by combining benefits of the EVBDD data structure (in terms of subgraph sharing and caching of computation results) with the state-of-the-art ILP solving techniques. The approach uses a minimization operator in EVBDD which computes the optimal solution to a given goal function subject to a constraint function. In addition, the construction
and conjunction of constraints in terms of EVBDDs are carried out in a divide and conquer manner in order to manage the space complexity.

## 5.1 Background

An ILP problem can be formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} c_i x_i, \\
\text{subject to} & \quad \sum_{i=1}^{n} a_{i,j} x_i \leq b_j, \quad 1 \leq j \leq m, \\
& \quad x_i \text{ integer}.
\end{align*}
\]

The first equation is referred as the \textit{goal function} and the second equation is referred as \textit{constraint functions}. It is assumed that the problem to be solved is a \textit{minimization} problem. A \textit{maximization} problem can be converted to a minimization problem by changing the sign of coefficients in the goal function.

There are three classes of algorithms for solving ILP problems [93]. The first class is known as the branch-and-bound method [64, 31, 76]. This method usually starts with an optimum continuous LP solution which forms the first \textit{node} of a search tree. If the initial solution satisfies the integer constraints, it is the optimum solution and the procedure is terminated. Otherwise, we split on variable \( x \) (with value \( x^* \) from the initial solution) and create two new subproblems: one with the additional constraint \( x \leq \lfloor x^* \rfloor \) and the other with the additional constraint \( x \geq \lfloor x^* \rfloor + 1 \). Each subproblem is then solved using the LP methods, e.g., the simplex method [32] or the interior point method [60]. A subproblem is pruned if there are no feasible solutions, the feasible solution is inferior to the best one found, or all variables satisfy the integer constraints. In the last case, the feasible solution becomes the new best solution. The problem is solved when all subproblems are processed. Most commercial programs use this approach [65].
The second class is known as the implicit enumeration technique which deals with 0-1 programming [2, 3, 91]. Initially, all variables are free. Then, a sequence of partial solutions is generated by successively fixing free variables, i.e., setting free variables to 0 or 1. A completion of a partial solution is a solution obtained by fixing all free variables in the partial solution. The algorithm ends when all partial solutions are completions or are discarded. The procedure proceeds similar to the branch-and-bound except that it solves a subproblem using the logical tests instead of the LP. A logical test is carried out by inserting values corresponding to a given (partial or complete) solution in the constraints. A complete solution is feasible if it satisfies all constraints. A partial solution is pruned if it cannot reach a feasible solution or could only produce an inferior feasible solution (compared to the current best solution). One advantage of this approach is that we can use partial order relations among variables to prune the solution space. For example, if it is established that \( x \leq y \), then portions of the solution space which correspond to \( x = 1 \) and \( y = 0 \) can be immediately pruned [11, 48].

In the early days, these two methods were considered to be sharply different. The branch-and-bound method is based on solving a linear program at every node in the search space and uses a breadth first strategy. The implicit enumeration method is based on logical tests requiring only additions and comparisons and employs a depth first strategy. However, successively versions of both approaches have borrowed substantially from each other [3]. The two terms branch and bound and implicit enumeration are now used interchangeably.

The third class is known as the cutting-plane method [43, 44]. Here, the integer variable constraint is initially dropped and an optimum continuous variable solution is obtained. The solution is then used to chop off the solution space while ensuring that no feasible integer solutions are deleted. A new continuous solution
is computed in the reduced solution space and the process is repeated until the continuous solution indeed becomes an integer solution. Due to the machine round-off error, only the first few cuts are effective in reducing the solution space [93].

5.2 A Model Algorithm

This section first shows a straightforward method to solve the ILP problem using EVBDDs. It then describes how to improve this method in this and the following sections.

Example 5.2.1 For the sake of readability, flattened EVBDDs (see Sec. 2.3.1) are used in this example.

The following is a 0-1 ILP problem:

\[
\begin{align*}
\text{minimize} & \quad 3x + 4y, \\
\text{subject to} & \quad 6x + 4y \leq 8, \quad (1) \\
& \quad 3x - 2y \leq 1, \quad (2) \\
& \quad x, y \in \{0, 1\}.
\end{align*}
\]

We first construct an EVBDD for the goal as shown in Fig. 5.1 (a). We then construct the constraints. The left hand side of constraint (1) represented by an EVBDD is shown in Fig. 5.1 (b). After the relational operator \( \leq \) has been applied on constraint (1), the resulting EVBDD is shown in Fig. 5.1 (c). Similarly, EVBDDs for constraint (2) are shown in Fig. 5.1 (d) and (e). The conjunction of two constraints, Fig. 5.1 (c) and (e), results in the EVBDD in Fig. 5.1 (f) which represents the solution space of this problem. A feasible solution corresponds to a path from the root to 1.

We then project the constraint function \( c \) onto the goal function \( g \) such that for a given input assignment \( X \), if \( c(X) = 1 \) (feasible) then \( p(X) = g(X) \); otherwise \( p(X) = \text{infeasible.value} \). For minimization problems, the \text{infeasible.value} is any value which is greater than the maximum of \( g \), and for maximization problems,
the \textit{infeasible value} is any value which is smaller than the minimum of \( g \). This example uses 8 as the \textit{infeasible value}. Thus, in Fig. 5.1 (g), the two leftmost terminal values have been replaced by value 8. The last step in solving the above ILP problem is to find the minimum in Fig. 5.1 (g) which is 0.

The above approach has three problems:

1. Converting a constraint from inequality form to a Boolean function may require exponential number of nodes;

2. Even if all constraints can be constructed without using excessive amounts of memory, conjoining them altogether at once may create too big an EVBDD; and

3. The operator \textit{projection} is useful when we want to find all optimal solutions. However, in many situations, we are interested in finding any optimal
solution. Thus, full construction of the final EVBDD (e.g., Fig. 5.1 (g)) is unnecessary.

The remainder of this section will show how to overcome the first two problems by divide and conquer methods, and the next section will present an operator minimize which combines the benefits of computation sharing and branch-and-bound techniques to compute any optimal solution.

Every constraint is converted to the form $AX - b \leq 0$. Thus, it only need one operator $leq0$ (Sec. 2.3.3) to perform the conversion. $AX < b$ is converted to $AX - b + 1 \leq 0$ (since all coefficients are integer); $AX \geq b$ is converted to $-AX + b \leq 0$; and $AX = b$ is converted to two constraints $AX - b \leq 0$ and $-AX + b \leq 0$.

Initially, every constraint is an EVBDD representing the left hand side of an inequality (i.e., $AX - b$) which requires $n$ nonterminal nodes for an $n$-variable function. FGILP provides users with an $n\_supp$ parameter such that only if a constraint has less than $n\_supp$ supporting (dependent) variables, then it will be converted to a Boolean function. FGILP allows users to set another parameter $c\_size$ to control the size of EVBDDs. Only if constraints, in Boolean function form, are smaller in size than this parameter, they will be conjoined.

Parameters $n\_supp$ and $c\_size$ provide two advantages. First, they provide FGILP with a space-time tradeoff capability. The more memory FGILP has, the faster it runs. Second, combined with the branch-and-bound technique, some subproblems may be pruned before the conversion to the Boolean functions or the conjunction of constraints are carried out.

When there is only one constraint and it is in Boolean form, then the problem is solved through minimize. Otherwise, the problem is divided into two subproblems and is solved recursively. Since both the goal and constraint functions are represented by EVBDDs. The new goal and constraint functions for the first subproblem are the left children of the root nodes of the current goal and constraints.
ilp_minimize(goal, const, lower_bound, upper_bound, n_supp, c_size)
{
    if (max(goal) < lower_bound) return;
    if (min(goal) >= upper_bound) return;
    if (∃c ∈ const such that minimize(goal, c, upper_bound) == 0) return;
    new_const = conjunction_const(const, c_size);
    if (new_const has only one element and is in Boolean form) {
        (void) minimize(goal, new_const, upper_bound);
    }
    else {
        ((goal_l, new_const_l), (goal_r, new_const_r)) =
            divide_problem(goal, new_const, n_supp);
        ilp_minimize(goal_l, new_const_l, lower_bound, upper_bound, n_supp, c_size);
        ilp_minimize(goal_r, new_const_r, lower_bound, upper_bound, n_supp, c_size);
    }
}

Figure 5.2: Pseudo code for ilp_minimize.

Similarly, the new goal and constraint functions for the second subproblem are the right children of the root nodes of the current goal and constraints.

The main algorithm, ilp_minimize, employs a branch-and-bound technique as shown in Fig. 5.2. In addition to goal and constraint functions, n_supp, and c_size, there are two parameters which are used as bounding condition: Lower bound is either given by the user or computed through linear relaxation or Lagrangian relaxation methods; Upper bound represents the best feasible solution found so far. The initial value of the upper bound is the maximum of the goal function plus 1.

If the maximum of goal function is less than the lower bound or the minimum of goal function is greater than or equal to the upper bound, the problem is pruned. Furthermore, if there exists a constraint whose minimum feasible solution is greater than or equal to the current best solution (upper bound), then again the problem is pruned.
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Figure 5.3: An example for conjoining constraints.

**Example 5.2.2** We want to solve the following problem:

\[
\begin{align*}
\text{minimize} & \quad -4x + 5y + z + 2w, \\
\text{subject to} & \quad 3x + 2y - 4z - w \leq 0, \\
& \quad 2x + y + 3z - 4w \leq 0, \\
& \quad x, y, z, w \in \{0, 1\}.
\end{align*}
\]

1. The initial goal and constraint EVBDDs are shown in Fig. 5.3 (a). Suppose both parameters \texttt{n\_supp} and \texttt{c\_size} are set to 4.

2. Since the number of supporting variables in the constraint EVBDDs is not less than 4, we divide the problem into two subproblems: one with \(x = 1\) (Fig. 5.3 (b)) and the other with \(x = 0\) (Fig. 5.3 (c)). The final solution is the minimum of solutions to these two subproblems.
3. Next, we want to solve the subproblem with $x = 1$. Since the number of supporting variables in constraint EVBDDS is smaller than $n_{supp}$, we convert the constraint EVBDDS into Boolean functions by carrying out operation $leq 0$ (Fig. 5.3 (d)).

4. Since the size of constraint EVBDDS are not less than $c_{size}$, we divide the problem into two subproblems: one with $y = 1$ (Fig. 5.3 (e)) and the other with $y = 0$ (Fig. 5.3 (f)).

5. Now, we want to solve the subproblem with $y = 1$. Since the size of both constraint EVBDDS are less than $c_{size}$, we conjoin them together and then solve this subproblem using the minimize operator (Sec. 5.3).

6. The remaining subproblems are solved in the same way. Note that the solution found from a subproblem can be used as an upper bound for the subproblems which follow. □

5.3 The Operator minimize

Operator minimize is similar to the apply operator with one additional parameter $b$. Given a goal function $g$, a constraint function $c$, and an upper bound $b$, minimize returns 1 if it finds a minimum feasible solution $v < b$ of $g$ subject to $c$; otherwise, minimize returns 0. If $v$ is found, $b$ is replaced by $v$; otherwise, $b$ is unchanged.

Note that when minimize returns 0, it does not imply that there are no feasible solutions with respect to $g$ and $c$. This is because minimize only searches for feasible solutions that are smaller than $b$. Those feasible solutions which are greater than or equal to $b$ are pruned because of the branch and bound procedure.

The parameter $b$ serves two purposes: it increases the hit ratio for computation caching and is a bounding condition for pruning the problem space. To achieve the first goal, an entry of the computed table used by minimize has the form
\langle g, c, \langle b, v \rangle \rangle$ where $v$ is set to the minimum of $g$ which satisfies $c$ and is less than $b$. If there is no feasible solution (with respect to $g$ and $c$) which is less than $b$, then $v$ is set to $b$.

The following pseudo code implements minimize. Lines 1-8 test for terminal conditions. In line 1, if the constraint function is the constant function 0, there is no feasible solution. In line 2, if the minimum of the goal function is greater than or equal to the current best solution, the whole process is pruned. If the goal function is a constant function, it must be less than bound; otherwise, the test in line 2 would have been true. Thus, a new minimum is found in line 3. In line 6, if the constraint function is constant 1, then the minimum of the goal function is the new optimum. Again, this must be true, otherwise, the condition tested in line 2 would have been true.

Lines 9-17 perform the table lookup operation. If the lookup succeeds, no further computation is required; otherwise, we traverse down the graph in lines 19-26 in the same way as apply. Since minimize satisfies the additive property (Sec. 2.3.2), we subtract $c_g$ from bound to obtain a new local bound (local_bound) in line 9. $c_g$ will be added back to bound in lines 13 or 32 if a new solution is found.

Suppose we want to compute the minimum of $g$ subject to $c$ with current local upper bound local_bound. We look up the computed table with key \langle g, c \rangle. If an entry \langle g, c, \langle entry\_bound, entry\_value \rangle \rangle is found, then there are the following possibilities:

1. entry.value < entry.bound, i.e., a smaller value $v$ was previously found with respect to $g$, $c$, and entry.bound (i.e., the minimization of $g$ with respect to $c$ has been solved and the result is entry.value).

   (a) If entry.value < local_bound, then entry.value is the solution we wanted.
   (b) Otherwise, the best we can find under $g$ and $c$ is entry.value which is inferior to local_bound, so we return with no success.
2. \( entry.bound = entry.value \), i.e., there was no feasible solution with respect to \( g, c \), and \( entry.bound \) (i.e., there is no stored result for the minimization of \( g \) with respect to \( c \) and \( entry.bound \)).

(a) If \( local.bound \leq entry.bound \), then we cannot possibly find a solution better than \( entry.bound \) for \( g \) under \( c \). Therefore, we return with no success.

(b) Otherwise, no conclusion can be drawn and further computation is required. Although there is no better feasible solution than \( entry.bound \), it does not imply that there will be no better solution than \( local.bound \).

In cases 1.b and 2.a pruning takes place (also computation caching), in case 1.a, computation caching is a success, while in case 2.b both operations fail. Note that there is no need for updating an entry (of the computed table) except in case 2.b.

In lines 25-30, the branch whose minimum value is smaller is traversed first since this increases chances for pruning the other branch. Finally, we update computed table and return the computed results in lines 31-39.
minimize(⟨cg, g⟩, ⟨cc, c⟩, bound)
{
  if ((cc, c) == (0, 0)) return 0;
  if (min(⟨cg, g⟩) ≥ bound) return 0;
  if ((cg, g) == (cg, 0)) {
    bound = cg;
    return 1;
  }
  if ((cc, c) == (1, 0)) {
    bound = min(⟨cg, g⟩);
    return 1;
  }
  local_bound = bound − cg;
  if (comp_table.lookup((0, g), ⟨cc, c⟩, entry)) {
    if (entry.value < entry.bound) {
      if (entry.value < local_bound) {
        bound = entry.value + cg;
        return 1;
      }
      else return 0;
    }
    else {
      if (local_bound ≤ entry.bound) return 0;
    }
  }
  entry.bound = local_bound;
  ⟨cg, g₁⟩ = (value(g), child₁(g));
  ⟨cg, g₀⟩ = (0, child₀(g));
  if (index(variable(c)) ≤ index(variable(g))) {
    ⟨cc, c₁⟩ = (cc + value(c), child₁(c));
    ⟨cc, c₀⟩ = (cc, child₀(c));
  }
  else { ⟨cc, c₁⟩ = ⟨cc, c₀⟩ = (cc, c); }
}
if (min(g₁) ≤ min(gᵣ)) {
    t.ret = minimize((cₛ₀, g₁), (cₛ₁, c₁), local_bound);
    e.ret = minimize((cₛᵣ, gᵣ), (cₛᵣ, cᵣ), local_bound);  }
else {
    e.ret = minimize((cₛᵣ, gᵣ), (cₛᵣ, cᵣ), local_bound);
    t.ret = minimize((cₛ₀, g₁), (cₛ₁, c₁), local_bound);  }
if (t.ret || e.ret) {
    bound = local_bound + cₛ;
    entry.value = local_bound;
    comp_table_insert((0, g), (cₛ, c₁), entry);
    return 1;  }
else {
    entry.value = entry.bound;
    comp_table_insert((0, g), (cₛ, c₁), entry);
    return 0;  }
}

**Example 5.3.1** We want to minimize the goal function \(-4x + 5y + z + 2w\) subject to the constraint \((xz \lor \bar{x}yz \lor \bar{x}y \lor \bar{x}yz = 1)\) shown in Fig. 5.4. For the sake of readability, the goal function is represented in \text{EVBDD} while the constraint function is represented in \text{OBDD}. The initial upper bound is \(\text{max(goal)} + 1 = 0 + 5 + 1 + 2 + 1 = 9\). The reason for plus 1 is to recognize the case when there are no feasible solutions.

(a) We traverse down to nodes \(a\) and \(b\) through path \(x = 1\) and \(y = 1\). By subtracting the coefficients of \(x\) and \(y\) from upper bound, we have \(9 - (-4) - 5 = 8\) which is the local upper bound with respect to nodes \(a\) and \(b\). That is, we look for a minimum of \(a\) subject to \(b\) such that it is smaller than 8. It is easy to see that the best feasible solution of \(a\) subject to \(b\) is 1 which corresponds the assignments of \(z = 1\) and \(w = 0\). Thus, we insert
\((a, b, (8, 1))\) as an entry into the computed table and recalculate the *upper bound* as \(-4 + 5 + 1 + 0 = 2\).

(b) We traverse down to nodes \(a\) and \(b\) this time through path \(x = 1\) and \(y = 0\). The new local upper bound is \(2 - (-4) - 0 = 6\), i.e., we look for a feasible solution which is smaller than 6. From computed table look up, we find that 1 is the best solution with respect to \(a\) and \(b\) and it is smaller than 6. Thus, the new upper bound is \(-4 + 0 + 1 = -3\).

(c) We reach \(a\) and \(b\) through path \(x = 0\) and \(y = 1\). The local upper bound is \(-3 - 0 - 5 = -8\). Again, from the computed table, we know 1 is the best solution which is larger than \(-8\). Thus, no better solution can be found under \(a\) and \(b\) with respect to bound \(-8\) and the current best solution remains \(-3\).

(d) We reach nodes \(a\) and \(c\) through path \(x = 0\) and \(y = 0\). The local upper bound is \(-3 - 0 - 0 = -3\). The minimum of the goal function \(a\) is 0 which is greater than \(-3\).

The optimal solution is \(-3\) with \(x = 1, y = 0, z = 1, \text{ and } w = 0\).
5.4 Discussion

A branch-and-bound/implicit enumeration based ILP solver can be characterized by the way it handles search strategies, branching rules, bounding procedures and logical tests. The following discuss these parameters in turn to analyze and explore possible improvements to the algorithm, called FGILP, in the previous section.

Search Strategy

Search strategy refers to the selection of next node (subproblem) to process. There are two extreme search strategies. The first one is known as breadth first which always chooses nodes with best lower bound first. This approach tends to generate fewer nodes. The second one is depth first which chooses a best successor of the current node, if available, otherwise backtracks to the predecessor of the current node and continues the search. This strategy requires less storage space. FGILP uses the depth first strategy.

Branching Rule

This parameter refers to the selection of next variable to branch. Various selection criteria which have been proposed use priorities [75], penalties [37, 95], pseudo-cost [7], and integer infeasibility [3] conditions. Currently, FGILP uses the same variable ordering as the one used to create EVBDDS because it simplifies the implementation. When the variable selected does not correspond to the variable ordering of EVBDD, operation cofactor (instead of childl and childr) should be used.

Bounding Procedure

The most important component of a branch-and-bound method is the bounding procedure. The better the bound, the more pruning of the search space. The most frequently used bounding procedure is to use the linear programming method. Other procedures which can generate better bounds, but are more difficult to implement include the cutting planes, Lagrangian relaxation [41, 90], and disjunctive
programming [4]. The bounding procedure used in FGILP is similar to the one proposed in [2]. The most pruning takes place at line 3 of the code for \textit{ilp\_minimize}. This pruning rule however has two weak points. First, it is carried out on each constraint one at a time. Thus, it is only a `local' method. Second, it can only be applied to a constraint which is in the Boolean form. The other bounding procedures described above are `global' methods which are directly applicable to the inequality form.

\textbf{Logical Tests}

It is believed that logical tests may be as important as the bounding procedure [80]. In addition to partial ordering of variables, a particularly useful class of tests, when available, are those based on \textit{dominance} [56, 59]. Currently, FGILP employs no logical tests. It is believed that the inclusion of logical tests in FGILP will improve its performance.

Despite the fact that there are many improvements which can be made to FGILP, the performance of FGILP, as it is now, is already comparable to that of LINDO [88] which is one of the most widely used commercial tools [80] for solving ILP problems.

\section*{5.5 Experimental Results}

FGILP has been implemented in C under the SIS environment. Table 5.1 shows experimental results on ILP problems from MIPLIB [74]. It also shows the results of LINDO [88] (a commercial tool) on the same set of benchmarks. FGILP was run under SPARC station 2 (28.5 MIPS) with 64 MB memory while LINDO was run under SPARC station 10 (101.6 MIPS) with 384 MB memory. In Table 5.1, column `Problem' lists the name of problems, columns `Inputs' and `Constraints' indicate the number of input variables and constraints, and columns `FGILP' and `LINDO'
are the running time in seconds for obtaining the optimal solution shown in the last column.

FGILP provides three options for the order in which constraints are conjoined together. When all constraints are conjoined together, the order of conjunction will not affect the size of final EVBDD, but it does affect sizes of the intermediate EVBDDs. It is possible that an intermediate EVBDD has size much larger than the the final one. The motivation for this ordering is to control the required memory space and save computation time. These three options are:

1. Based on the order of constraints in the input file. This provides users with direct control of the order.

2. EVBDDs with smallest size are conjoined first.

3. Constraints with the highest probability of not being satisfied are conjoined first.

The parameters used for the problems in Table 5.1 are summarized below:

1. Constraint conjunction order. Using the third option in problem ‘p0201’ led to much less space and computation time than the other two options. The same option led to more time in other problems due to the overhead of computing the probability of function values being 0. For consistency, results are reported for this option only.

2. EVBDD size of constraints. Without setting c size, ‘bm23’ failed to finish and ‘stein27’ required 71.56 seconds. The run time reported in Table 1 for the above two problems were obtained by setting c size = 8000 while others were run under no limitation of c size. In general, this parameter has a significant impact on the run time and the correct value for c size is dependent on the size of available memory for the machine.
3. Size of supporting variables. There was no limitation on the size of \( n_{supp} \).

As results indicate, the performance of FGILP is comparable to that of LINDO. Since ILP is an NP-complete problem, it is quite normal that one solver outperforms the other solver in some problems while performs poorly in others.

FGILP, however, requires much more space than LINDO. As technology improves, memory is expected to become cheaper in cost and smaller in size. Increasing the available memory size will improve the speed of FGILP while will not benefit LINDO as much.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Inputs</th>
<th>Constraints</th>
<th>FGILP (sec)</th>
<th>LINDO (sec)</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>bm23</td>
<td>27</td>
<td>20</td>
<td>1509.07</td>
<td>Error</td>
<td>34</td>
</tr>
<tr>
<td>lseu</td>
<td>89</td>
<td>28</td>
<td>Unable</td>
<td>186.44</td>
<td>1120</td>
</tr>
<tr>
<td>p0033</td>
<td>33</td>
<td>16</td>
<td>2.91</td>
<td>4.31</td>
<td>3089</td>
</tr>
<tr>
<td>p0040</td>
<td>40</td>
<td>23</td>
<td>0.98</td>
<td>0.37</td>
<td>62027</td>
</tr>
<tr>
<td>p0201</td>
<td>201</td>
<td>133</td>
<td>765.48</td>
<td>529.46</td>
<td>7615</td>
</tr>
<tr>
<td>stein15</td>
<td>15</td>
<td>36</td>
<td>1.44</td>
<td>1.66</td>
<td>9</td>
</tr>
<tr>
<td>stein27</td>
<td>27</td>
<td>118</td>
<td>51.24</td>
<td>120.03</td>
<td>18</td>
</tr>
<tr>
<td>stein9</td>
<td>9</td>
<td>13</td>
<td>0.13</td>
<td>0.31</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5.1: Experimental results of ILP problems.
Chapter 6

Function Decomposition

The motivation for using function decomposition in logic synthesis is to reduce the complexity of the problem by a divide-and-conquer paradigm: A function is decomposed into a set of smaller functions such that each of them is easier to synthesize.

The function decomposition theory was studied by Ashenhurst [1], Curtis [27], and Roth and Karp [82]. In Ashenhurst-Curtis method, functions are represented by Karnaugh maps and the decomposability of functions are determined from the number of distinct columns in the map. In Roth-Karp method, functions are represented by cubes and the decomposability of functions are determined from the cardinality of compatible classes. Recently, researchers [8, 20, 29, 83] have used OBDDs to determine decomposability of functions. However, most of these works only consider single-output Boolean functions.

Definition 6.0.1 A function \( f(x_0, \ldots, x_{n-1}) \) is said to be decomposable under bound set \( \{x_0, \ldots, x_{i-1}\} \) and free set \( \{x_{i-s}, \ldots, x_{n-1}\} \), \( 0 < i < n, 0 \leq s \) if \( f \) can be transformed to \( f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_{j-1}(x_0, \ldots, x_{i-1}), x_{i-s}, \ldots, x_{n-1}) \), where \( 0 < j < i - s \). If \( s \) equals 0 then it is disjunctively decomposable; otherwise, it is nondisjunctively decomposable. If \( j \) equals 1 then it is simply decomposable. Function \( f' \) is referred as the \( F \)-function and each \( g_i \) is referred as a \( G \)-function.
6.1 Disjunctive Decomposition

Definition 6.1.1 Given an OBDD \( v \) representing \( f(x_0, \ldots, x_{n-1}) \) with variable ordering \( x_0, \ldots, x_{n-1} \) and bound set \( B = \{x_0, \ldots, x_{i-1}\} \), we define

\[
\text{cut.set}(v, B) = \{ u \mid u = \text{eval}(v, p), 0 \leq p < 2^i \}.
\]

In the above definition, each element in \( \text{cut.set}(v, B) \) corresponds to a distinct column in the Ashenhurst-Curtis decomposition charts [1, 27]. Furthermore, \( \lfloor \log_2 | \text{cut.set}(v, B) | \rfloor \) determines the minimum number of G-functions required for a decomposition of \( f \) under \( B \).

Example 6.1.1 Let \( f = x_0x_1x_2x_3 + x_0x_1x_2\bar{x}_3\bar{x}_4 + x_0\bar{x}_1\bar{x}_2\bar{x}_4 + x_0\bar{x}_1x_2\bar{x}_4 + x_0\bar{x}_1\bar{x}_2\bar{x}_3 + \bar{x}_0x_1x_2\bar{x}_4 + \bar{x}_0x_1\bar{x}_2\bar{x}_3 + \bar{x}_0\bar{x}_1x_2x_3 + \bar{x}_0\bar{x}_1\bar{x}_2\bar{x}_3 + \bar{x}_0\bar{x}_1\bar{x}_2\bar{x}_3 \), the OBDD representation and the decomposition chart of \( f(x_0, x_1, x_2, x_3, x_4) \) with respect to the bound set \( \{x_0, x_1, x_2\} \) and the free set \( \{x_3, x_4\} \) are shown in Fig. 6.1 (a) and (b) respectively. In the OBDD representation, \( \text{cut.set}(f, \{x_0, x_1, x_2\}) = \{a, b, c\} \). Nodes \( a, b, \) and \( c \) correspond to distinct columns 1100, 1010, and 1011 respectively. Since there are three distinct columns \( f \) is not simply decomposable under the bound set \( \{x_0, x_1, x_2\} \) and the free set \( \{x_3, x_4\} \).

When bound variables are on the top of OBDDs, the computation of \text{cut.set}s is straightforward. The following procedure assumes that bound variables \( B \) are already on the top of OBDDs. The time complexity of computing \text{cut.set}s depends on the size of OBDDs.

\[
\text{cut.set}(v, B)
\]

\[
\{
\text{if (index}(v) > index(last(B))) \text{return}\{v\};
\text{else return}(\text{cut.set}(\text{child}(v), B) \cup \text{cut.set}(\text{child}_r(v), B));
\}
\]
Figure 6.1: A function represented in (a) OBDD and (b) decomposition chart.

To move a bound variable $x$ to the top of an OBDD, we carry out new_obdd($x$, $f_x$, $f_{\bar{x}}$) where $f_x$ and $f_{\bar{x}}$ are the cofactor of $f$ with respect to $x$ and $\bar{x}$ respectively. In the worst case, both $f_x$ and $f_{\bar{x}}$ have about the same size as that of $f$. Thus, moving a variable to the top may double the size of an OBDD. To move bound variables to the top is therefore practical only for small size of bound sets. An algorithm for computing the cut_set without moving the bound variables to the top will be presented in Sec. 6.3.

It is clear that the computation of cut_sets of all $2^n$ bound sets is very expensive. However, in practical applications, we need compute the cut_sets of $C_k^n$ bound sets where $k$ is a small number such as 4 or 5. The time complexity of computing the cut_sets of $n$ choose $k$ bound sets is then $O(n^k m)$ and the space complexity is $O(2^k m)$ where $m$ is the size of an OBDD.

The following algorithm shows how to perform the disjunctive decomposition

$$f(x_0, \ldots, x_{n-1}) = f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_{j-1}(x_0, \ldots, x_{i-1}), x_i, \ldots, x_{n-1})$$

directly on an OBDD.
Algorithm \emph{decompose} (pseudo code \emph{decompose}): 

Given a function $f$ represented in an OBDD $v_F$ and a bound set $B$, a disjunctive decomposition with respect to $B$ is carried out in the following steps:

1. Compute the cut set with respect to $B$. Let $cut\_set(v, B) = \{u_0, \ldots, u_{k-1}\}$.

2. Encode each node in the cut set by $\lceil \log_2 k \rceil = j$ bits (Fig. 6.2 (a)). Let the encoding of $u_q$ be $q$. 

3. Construct $v_{f'}$ to represent function $f'$:
   Replace the top part of $v_F$ by a new set of variables $g_0, \ldots, g_{j-1}$ such that $eval(v_{f'}, q) = u_q$ for $0 \leq q < k - 1$, $eval(v_{f'}, q) = u_{k-1}$ for $k - 1 \leq q < 2^j$ (Fig. 6.2 (b) and pseudo code \emph{decomp.f}). 

4. Construct $v_{g_p}$'s to represent $g_p$'s, $0 \leq p < j$:
   Replace each node $u$ with encoding $b_0, \ldots, b_{j-1}$ in the cut set by terminal node $b_p$ (Fig. 6.2 (c) and pseudo code \emph{decomp.g}). For example, in Fig. 6.2 (c) $u_1$ is replaced by terminal node 1 in the construction of $v_{g_{j-1}}$ and by terminal node 0 in the construction of other $v_{g_p}$'s.

The idea behind Algorithm \emph{decompose} is the following: For any input pattern $m$ in the bound set, the evaluation of $m$ in function $f$ will result at a node in the cut set with encoding $e$. The evaluation of $m$ on these $g_p$ functions will produce the function values $e$. Then, the evaluation of $e$ in function $f'$ will also end at the same node in the cut set. Thus, the composition of $f'$ and $g_p$'s is equivalent to $f$. If $k < 2^j$, then not every $j$-bit pattern is used for the encoding of the cut set. Function $g_p$'s can never generate those function values which correspond to the patterns not used for encoding, thus we can assign arbitrary node to these pattern in function $f'$. In step 4, we assign them to the last node in the cut set ($u_{k-1}$). Alternatively, we can assign don't-cares instead.
Figure 6.2: Disjunctive decomposition.

In step 2 of Algorithm \textit{decompose}, we use an arbitrary encoding which is not unique. Different encodings will result in different decompositions. Different encoding strategies can be used for different applications. For example, in the mapping of G-functions to $k$-input LUT FPGAs where a $k$-input LUT can implement any Boolean function of up to $k$ variables, any encoding strategy would be the same if the bound-set size is $k$.

\texttt{decompose}(v_f, \text{cutset}) \quad / \ast \text{cutset} = \{u_0, \ldots, u_{k-1}\}, 2^{j-1} < k \leq 2^j \ast /$

\{
  \begin{align*}
    \text{v}_f' &= \text{decomp}_f(\text{cutset}, \{y_{j-1}, \ldots, y_0\}); \\
    \text{for} \ (p = 0; p < j; p++) \\
    \text{v}_{g_p} &= \text{decomp}_g(v_f, \text{cutset}, p); \\
    \text{return } v_{f'} \text{ and } v_{g_p}'s;
  \end{align*}
\}
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decomp_f(cutset, ids)

cutset: an array of OBDD nodes with $2^{j-1} < \text{length}(\text{cutset}) \leq 2^j$

return: an OBDD $v_{f'}$ with variables $y_0, \ldots, y_{j-1}, x_i, \ldots, x_{n-1}$

{
    ptr_id = 0;
    while (length(cutset) > 1) { /* do until cutset becomes a root node */
        id = ids[ptr_id + 1];
        p = 0; /* pointer to cutset */
        ptr = 0; /* pointer to newset */
        while (p < length(cutset)) {
            if (p == length(cutset) - 1) { /* the last element of cutset */
                newset[ptr ++] = cutset[p]; /* just move it to newset */
                p ++; /* p is increased by 1 */
            }
            else { /* create a new node with new variable $y_{id}$ */
                newset[ptr ++] = new_bdd(id, cutset[p + 1], cutset[p]);
                p ++ = 2; /* p is increased by 2 */
            }
        }
    }
    for (q = 0; q < ptr; q ++ ) /* move nodes from newset to cutset */
    cutset[q] = newset[q];

    return(cutset[0]); /* cutset[0] contains $v_{f'}$ */
}
decomp.g(v, cutset, p)

v: an OBDD

cutset: an array of OBDD nodes with $2^{i-1} < \text{length}(\text{cutset}) \leq 2^i$

p: an integer between 0 and $j - 1$

return: v_{gp}

{
    for (q = 0; q < \text{length}(\text{cutset}); q++) {
        v_q = \text{cutset}[q];
        if (bit(p, q) == 0) /* p^{th} bit from right of q */
            v = replace_node(v, v_q, 0); /* replace v_q in v by 0 */
        else v = replace_node(v, v_q, 1); /* replace v_q in v by 1 */
    }
    return v; /* as v_{gp} */
}

Example 6.1.2 As an example of how decompose works, consider the OBDDs shown in Fig. 6.3. Since $x_4$-node in f has encoding 01, it has been replaced by terminal nodes 0 and 1 in g_0 and g_1 respectively. The evaluation of $x_0 = 1$, $x_1 = 0$, and $x_2 = 1$ in f ends at $x_4$-node in the cut_set. The evaluation of the same pattern 101 in g_0 and g_1 produce function values 0 and 1 for new variables g_0 and g_1. Then, the evaluation of 01 in f' also ends at the same $x_4$-node.

Because there is no encoding 11 in the cut_set, variables g_0 and g_1 can never be 11. We can assign arbitrary value for this pattern. In this example, we assign the left $x_3$-node so that the left g_1-node can be reduced in f'.

Lemma 6.1.1 Given an OBDD v_f with variable ordering $x_0 < \cdots < x_{n-1}$ representing $f(x_0, \ldots, x_{n-1})$, a bound set $B = \{x_0, \ldots, x_{i-1}\}$, the cut_set(v_f, B) = \{u_0, \ldots, u_{k-1}\}, and algorithm decompose returning OBDDs v_{f'}, v_{g_0}, \ldots, v_{g_{j-1}},
then
\[ f(x_0, \ldots, x_{n-1}) = f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_{j-1}(x_0, \ldots, x_{i-1}), x_i, \ldots, x_{n-1}) \]
where \( f', g_0, \ldots, g_{j-1} \) are the functions denoted by \( v_f, v_{g_0}, \ldots, v_{g_{j-1}} \), respectively.

Proof: Consider the behavior of an input pattern \( \langle b_0, \ldots, b_{i-1} \rangle \) on \( v_f, v'_f, \) and \( v_{g_p} \)'s. Suppose \( u_q \) with encoding \( q \) is the node we reach in \( v_f \) using the input pattern, that is, \( eval(v_f, \langle b_0, \ldots, b_{i-1} \rangle) = u_q \), where \( u_q = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1}) \). Since \( u_q \) has been replaced by the \( p^{th} \) bit of \( q \) in \( v_{g_p} \), \( eval(v_{g_p}, \langle b_0, \ldots, b_{i-1} \rangle) = b_{q_p} \), that is, \( g_p(b_0, \ldots, b_{i-1}) = b_{q_p} \). Because of the way we construct \( v'_f \), \( eval(v'_f, \langle b_0, \ldots, b_{q_{i-1}} \rangle) = u_q \), that is, \( f'(g_0(b_0, \ldots, b_{i-1}), x_i, \ldots, x_{n-1}) = u_q = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1}) \).
Thus, \( f'(g_0(b_0, \ldots, b_{i-1}), \ldots, g_{j-1}(b_0, \ldots, b_{i-1}), x_i, \ldots, x_{n-1}) = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1}) \), for any input pattern in the bound set. \( \square \)

6.2 Nondisjunctive Decomposition

Before describing how to perform nondisjunctive decomposition based on the OBDD representation, the concept of cut set is extended in the following definition.
Definition 6.2.1 Let \( R = \{x_0, \ldots, x_{s-1}\}, \ S = \{x_s, \ldots, x_{i-1}\} \), and \( T = \{x_i, \ldots, x_{n-1}\}, \ 0 < s < i < n \). Given an OBDD \( \nu \) representing \( f(x_0, \ldots, x_{n-1}) \), a bound set \( R \cup S \), and a free set \( S \cup T \), we define

\[
\text{cut.set.nd}(\nu, R, S, p) = \{ \text{eval}(w, p) \mid w \in \text{cut.set}(\nu, R) \},
\]

where \( 0 \leq p < 2^{|S|} \).

With the above definition, \( \text{cut.set}(\nu, B) \) can be represented by \( \text{cut.set.nd}(\nu, B, \phi, 0) \). The following presents a pseudo code for computing \( \text{cut.set.nd} \) and an example of it.

\[
\text{cut.set.nd}(\nu, R, S, p) \quad / * \ 0 \leq p < 2^{|S|} */
\]

\[
\{
\begin{align*}
\text{if (index(\nu) < index(head(S)))} & \\
\quad \text{return(cut.set.nd(childl(\nu), R, S, p) \cup cut.set.nd(childr(\nu), R, S, p));} & \\
\text{else if (index(head(S)) \leq index(\nu) \leq index(last(S)))} & \\
\quad \{ & \\
\quad q = 2^{\text{index(last(S))} - \text{index(\nu)}}; & \\
\quad \text{if (q \leq p) \quad /* then traverse down through left edge */} & \\
\quad \quad \text{return(cut.set.nd(childl(\nu), R, S, p - q));} & \\
\quad \quad \text{else return(cut.set.nd(childr(\nu), R, S, p));} & \\
\}
\end{align*}
\]

\[
\text{else return(\{\nu\});}
\]

Example 6.2.1 The OBDD in Figure 6.1 (a) has

\[
\begin{align*}
\text{cut.set.nd}(f, \{x_0, x_1\}, \{x_2\}, 0) &= \{a, b\}, \\
\text{cut.set.nd}(f, \{x_0, x_1\}, \{x_2\}, 1) &= \{b, c\}, \\
\text{cut.set.nd}(f, \{x_0\}, \{x_1, x_2\}, 0) &= \{a\}, \\
\text{cut.set.nd}(f, \{x_0\}, \{x_1, x_2\}, 1) &= \{b, c\}, \\
\text{cut.set.nd}(f, \{x_0\}, \{x_1, x_2\}, 2) &= \{a, b\}, \text{ and} \\
\text{cut.set.nd}(f, \{x_0\}, \{x_1, x_2\}, 3) &= \{b, c\}. & \square
\end{align*}
\]
**Algorithm** `decomp.nd` (pseudo code `decomp.nd`):

Given a function $f$ represented in an OBDD $\mathbf{v}_f$, a bound set $\{x_0, \ldots, x_{s-1}\}$, and a free set $\{x_s, \ldots, x_{i-1}, \ldots, x_{n-1}\}$, a nondisjunctive decomposition with respect to the given bound set and free set is carried out in the following steps:

1. Compute $\text{cut.set.nd}(\mathbf{v}_f, R, S, r)$ for $0 \leq r < 2^{|S|}$ where $R = \{x_0, \ldots, x_{s-1}\}$ and $S = \{x_s, \ldots, x_{i-1}\}$ (Fig. 6.4 (a)). Let $\text{cut.set.nd}(\mathbf{v}_f, R, S, r) = \{u_{r,0}, \ldots, u_{r,1}\}$, $\max(|\text{cut.set.nd}(\mathbf{v}_f, R, S, r)|) = k$, and $j = \lceil \log_2 k \rceil$.

2. Construct $\mathbf{v}_f$ to represent function $f'$ in two steps (Fig. 6.4 (b) and pseudo code `decomp.f.nd`):
   
   (a) Construct $\mathbf{v}_q$, $0 \leq q < k$, such that $\text{eval}(\mathbf{v}_q, r) = u_{q,r}$ where $u_{q,r}$ is the $q^{th}$ element in $\text{cut.set.nd}(\mathbf{v}_f, R, S, r)$ or the last element if $q > |\text{cut.set.nd}(\mathbf{v}_f, R, S, r)|$.
   
   (b) Construct $\mathbf{v}_{f'}$ such that $\text{eval}(\mathbf{v}_{f'}, q) = \mathbf{v}_q$ for $0 \leq q < k-1$ and $\text{eval}(\mathbf{v}_{f'}, q) = \mathbf{v}_{k-1}$ for $k-1 \leq q < 2^j$.

3. Construct $\mathbf{v}_{g_p}$'s to represent $g_p$'s for $0 \leq p < j$ (Fig. 6.4 (c) and pseudo code `decomp.g.nd`):

   Replace each node $u_{q,r}$ ($q^{th}$ node of $\text{cut.set.nd}(\mathbf{v}_f, R, S, r)$) from $\mathbf{v}_f$ by the terminal node whose value is $b_{qp}$ where $b_{qp}$ is the $p^{th}$ bit from the least significant bit of integer $q$.

Note that, a node $u$ may be the $i^{th}$ element of $\text{cut.set.nd}(\mathbf{v}_f, R, S, r_1)$ and the $j^{th}$ element of $\text{cut.set.nd}(\mathbf{v}_f, R, S, r_2)$ which requires different encodings for $u$. This will not cause a problem because we can first duplicate the node $u$ and then assign each copy a different encoding. An alternative statement is that if paths $p_1$ and $p_2$ both end at node $u$ and require different encodings $b_1$ and $b_2$, then we let $p_1$ end at terminal node $b_1$ and $p_2$ end at terminal node $b_2$. 
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Figure 6.4: Nondisjunctive decomposition.

\[
\text{decomp\_nd}(v_f, \{x_0, \ldots, x_{s-1}\}, \{x_s, \ldots, x_{i-1}\})
\]

\[
\begin{align*}
&\{ \\
&\text{for } (r = 0; r < 2^{i-r}; r++) \\
&\quad \text{cutset}_{nd,r} = \text{cut\_set\_nd}(v_f, \{x_0, \ldots, x_{s-1}\}, \{x_s, \ldots, x_{i-1}\}, r) \\
&\quad k = \max\{|\text{cutset}_{nd,r}|\}; \\
&\quad j = \lceil \log_2 k \rceil; \\
&\quad v_{f_r} = \text{decomp\_f\_nd}(\{\text{cutset}_{nd}\}'s, \{x_{i-1}, \ldots, x_s\}, \{y_{j-1}, \ldots, y_0\}); \\
&\text{for } (p = 0; p < j; p++) \\
&\quad v_{g_p} = \text{decomp\_g\_nd}(v_f, \{\text{cutset}_{nd}\}'s, p); \\
&\text{return } v_{f_r} \text{ and } v_{g_p}'s;
\end{align*}
\]
decomp\_f\_nd(cutsetnds, idx, idy)

\text{cutsetnds :\{cutsetnd}_r \mid 0 \leq r < 2^{i-s}\} \text{ with } \max\{|\text{cutsetnd}_r|\} = k; \text{ and } \\
\lfloor \log_2 k \rfloor = j;

\text{cutsetnd}_{q,r} : q^{th} \text{ element of cutsetnd}_r, \text{ or the last element of cutsetnd}_r

\text{if } q > \mid \text{cutsetnd}_r \mid;

\text{id}x : \{x_{i-1}, \ldots, x_s\};

\text{id}y : \{y_{j-1}, \ldots, y_0\};

\text{return: an OBDD } v_f' \text{ with variables } y_0, \ldots, y_{j-1}, x_s, \ldots, x_{i-1}, \ldots, x_{n-1};

\{
\text{for } (q = 0; q < k; q + +)

v_q = \text{decomp\_f}\{(\text{cutsetnd}_{q,r} \mid 0 \leq r < 2^{i-s}), idx\};

v_{f'} = \text{decomp\_f}\{(v_q \mid 0 \leq q < k), idy\};

\text{return } v_{f'};

\}

decomp\_g\_nd(v_f, cutsetnds, p)

\text{return: } v_{gp};

\{
\text{for } (r = 0; r < 2^{i-1}; r + +) \{

\text{if (eval}(v_f, r) == cutsetnd_{q,p})

\text{let eval}(v_{gp}, r) = \text{bit}(q, p);

\}

\text{return } v_{gp};

\}

\textbf{Example 6.2.2} \text{ One possible nondisjunctive decomposition of the OBDD in Fig. 6.1 (a) with respect to the bound set } \{x_0, x_1, x_2\} \text{ and the free set } \{x_2, x_3, x_4\} \text{ is shown in Fig. 6.5. In this decomposition, we use the following coding: } \{a =
\[ u_{0,0}, b = u_{0,1} = \text{cut\_set\_nd}(v_f, \{x_0, x_1\}, \{x_2\}, 0) \] and \[ c = u_{1,1}, b = u_{1,0} = \text{cut\_set\_nd}(v_f, \{x_0, x_1\}, \{x_2\}, 1). \]

\[ \square \]

**Lemma 6.2.1** Given an OBDD \( v_f \) with variable ordering \( x_0, \ldots, x_{n-1} \) representing \( f(x_0, \ldots, x_{n-1}) \), and \( k = \max\{|\text{cut\_set\_nd}(v_f, \{x_0, \ldots, x_{s-1}\}, \{x_s, \ldots, x_{i-1}\}, r)| \leq r < 2^i-s\} \), where \( 0 \leq r < 2^i-s \), \( 2^j-1 < k \leq 2^j \), the algorithm \text{decomp\_nd} returns \( j+1 \) OBDDs \( v_f', v_{g_0}, \ldots, v_{g_{j-1}} \) such that \( f(x_0, \ldots, x_{n-1}) = f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_{j-1}(x_0, \ldots, x_{i-1}), x_{s-1}, \ldots, x_{i-1}, \ldots, x_{n-1}) \) where \( f', g_0, \ldots, g_{j-1} \) are the functions denoted by \( v_f', v_{g_0}, \ldots, v_{g_{j-1}} \), respectively.

**Proof:** Consider the behavior of an input pattern \( (b_0, \ldots, b_s, \ldots, b_{i-1}) \) on \( v_f, v_{f'}, \) and \( v_{g_p}'s. \) Let \( \text{eval}(v_{f'}, (b_0, \ldots, b_s, \ldots, b_{i-1})) = u_{q,r} \), where \( r = 2^i-s-1 b_s + \cdots + 2^0 b_{i-1}. \) Since \( u_{q,r} \) has been replaced by \( b_{qp} \) in \( v_{g_p}, \) we have \( \text{eval}(v_{g_p}, (b_0, \ldots, b_s, \ldots, b_{i-1})) = b_{qp}. \) Then from \( \text{eval}(v_{f'}, (b_0, \ldots, b_{j-1})) = v_q \) and \( \text{eval}(v_q, r) = u_{q,r} = \text{eval}(v_q, (b_s, \ldots, b_{i-1})), \) we have \[ \text{eval}(v_{f'}, (b_0, \ldots, b_{j-1}, b_s, \ldots, b_{i-1})) = u_{q,r} = \text{eval}(v_f, (b_0, \ldots, b_s, \ldots, b_{i-1})). \]

\[ \square \]
6.3 Cut_set In Place

This section considers only disjunctive decomposition. It first presents an algorithm for computing an encoded decomposition chart from the truth table of a function. It then shows a similar algorithm which computes cut_sets without moving bound variables to the top of OBDDs.

**Definition 6.3.1** Given a function $f$ with $n$ variables and a bound set $B$ with size $i < n$, the encoded decomposition chart of $f$ with respect to $B$ is a vector $c$ with length $2^i$ where each distinct element of $c$ corresponds to a distinct column of the decomposition chart of $f$.

**Definition 6.3.2** Operator $encode$ is defined as follows:

$encode((v_0,0,\ldots,v_{2^i-1}),\ldots,(v_{m-1,0},\ldots,v_{m-1,2^i-1}) = (v_{m,0},\ldots,v_{m,2^i-1})$

where $v_{m,0} = 0$, and $v_{m,p} = q$ if $(v_{0,p},\ldots,v_{m-1,p})$ is the $q^{th}$ distinct $m$-tuple of $(v_{0,0},\ldots,v_{m-1,0}),\ldots,(v_{0,2^i-1},\ldots,v_{m-1,2^i-1})$.

**Example 6.3.1** The decomposition chart shown in Fig. 6.6 (a) has $x_i$ and $x_j$ as the free set. We show how to convert the decomposition chart into an encoded decomposition chart one variable at a time. With respect to variable $x_i$, we encode the first two rows and the last two rows in Fig. 6.6 (a) by:

$encode((1,1,1,0,1,1,1,0),(1,1,1,0,1,0,1,0))$ and $encode((0,0,1,1,0,0,1,0),(0,0,1,0,0,1,0,1))$, respectively.

The result is shown in Fig. 6.6 (b). With respect to variable $x_j$, we carry out $encode((0,0,0,1,0,2,0,1),(0,0,1,2,3,0,1,3))$ and derive the encoded decomposition chart as shown in Fig. 6.6 (c).

**Definition 6.3.3** An encoded decomposition vector (edv) is a vector

$([e_{0,0},\ldots,e_{0,2^i-1}],\ldots,[e_{2^i-1,0},\ldots,e_{2^i-1,2^i-1}])$

where $j \geq 0, i \geq 0, e_{k,i}$ is an integer. Each element of an edv, $[e_{k,0},\ldots,e_{k,2^i-1}]$, is called an encoded decomposition column (edc).
Figure 6.6: An example of coded decomposition chart.

Pseudo code gen.edc constructs the encoded decomposition chart of a given function and bound set as described before. Initially, we have an edv containing only one edc which is the truth table representation of the given function (line 1). Each variable, from $x_0$ to $x_{n-1}$ (line 2), is processed in the following way: If $x_p$ is in the bound set, we use include to double the number of edc’s by breaking each edc into two edc’s such that each new edc corresponds to either $x_p = 0$ or $x_p = 1$ (line 3); otherwise, we use exclude to cut the size of each edc and to perform the encode operation in the same way as in Ex. 6.3.1 (line 4). After all variables have been processed, the number of edc’s will be $2^i$ where $i$ is the size of the bound set (due to the calling of include $i$ times), and each edc contains only one element (due to the calling of include and exclude $n$ times in total). We then flatten the edv to get the encoded decomposition chart.
$gen\_edc(f, B)$

$f$: a Boolean function with $n$ variables represented by the truth table form as $[m_0, \ldots, m_{2^n-1}]$ where $m_0, m_1, \ldots, m_{2^n-1}$ are the minterms correspond to $x_0 = 0$ and $m_0, m_2, \ldots, m_{2^n-2}$ are the minterms correspond to $x_{n-1} = 0$;

$B$: a bound set;

\begin{verbatim}
{  edv = ([m_0, \ldots, m_{2^n-1}]);
  for (p == 0; p++; p < n) {
    if (x_p \in B) edv = include(edv);
    else edv = exclude(edv);
  }
  return(flatten(edv));
}
\end{verbatim}

\begin{verbatim}
include(([e_{0,0}, \ldots, e_{0,2^j-1}], \ldots, [e_{2^i-1,0}, \ldots, e_{2^i-1,2^j-1}]))
{
  return(([e_{0,0}, \ldots, e_{0,2^j-1}], [e_{0,2^j-1}, \ldots, e_{0,2^j-1}], \ldots,
          [e_{2^i-1,0}, \ldots, e_{2^i-1,2^j-1}], [e_{2^i-1,2^j-1}, \ldots, e_{2^i-1,2^j-1}]));
}
\end{verbatim}

\begin{verbatim}
exclude(([e_{0,0}, \ldots, e_{0,2^j-1}], \ldots, [e_{2^i-1,0}, \ldots, e_{2^i-1,2^j-1}]))
{
  \langle d_0, 0, \ldots, d_{0,2^j-1}, d_{1,0}, \ldots, d_{1,2^j-1}, \ldots, d_{2^i-1,0}, \ldots, d_{2^i-1,2^j-1} \rangle =
  encode((e_{0,0}, \ldots, e_{0,2^j-1}, e_{1,0}, \ldots, e_{1,2^j-1}, \ldots, e_{2^i-1,0}, \ldots, e_{2^i-1,2^j-1}),
          (e_{0,2^j-1}, \ldots, e_{0,2^j-1}, e_{1,2^j-1}, \ldots, e_{1,2^j-1}, \ldots, e_{2^i-1,2^j-1}, \ldots, e_{2^i-1,2^j-1}));
  return(([d_0, 0, \ldots, d_{0,2^j-1}], [d_{1,0}, \ldots, d_{1,2^j-1}], \ldots, [d_{2^i-1,0}, \ldots, d_{2^i-1,2^j-1}]));
}
\end{verbatim}
\begin{verbatim}
flatten(([e_0],...,[e_{2^v-1}]])
{
    return((e_0,...,e_{2^v-1}));
}
\end{verbatim}

**Example 6.3.2** The application of `gen_edc` to the function in Ex. 6.1.1 with bound set \{x_0, x_2, x_4\} is summarized below:

1. Initially, we have \{[1100 1011 1100 1010 1100 1010 1010 1011]\}.

2. Since \(x_0\) is in the bound set, we execute `bound_v` and have \{[1100 1011 1100 1010], [1100 1010 1010 1011]\}.

3. After applying `free_v` on \(x_1\), we have

\[
\begin{align*}
V_0 & : 1100 1011 1100 1010 \\
V_1 & : 1100 1010 1010 1011 \quad \Rightarrow \quad ([0011 0102], [0231 0103]) \\
C & : 0011 0102 0231 0103
\end{align*}
\]

4. After processing \(x_2\), we have \{[0011], [0102], [0231], [0103]\}.

5. The computation of `free_v` on \(x_3\) is:

\[
\begin{align*}
V_0 & : 00 01 02 01 \\
V_1 & : 11 02 31 03 \quad \Rightarrow \quad ([00], [12], [34], [15]) \\
C & : 00 12 34 15
\end{align*}
\]

6. After the processing of \(x_4\) and `flatten`, we have the encoded decomposition chart \(\{0, 0, 1, 2, 3, 4, 1, 5\}\) which implies that there are 6 different distinct columns in the decomposition chart as shown in Fig. 6.7.
Figure 6.7: The decomposition chart with respect bound set \( \{x_0, x_2, x_4\} \).

The following pseudo code \texttt{cut\_set\_ip} is the OBDD version of \texttt{gen\_edc}.

\[
\begin{align*}
\texttt{cut\_set\_ip}(\text{node\_vector}, B, p) \\
\{ \\
\text{1} \quad \text{if} \ (p > \text{index(last}(B))) \ \text{return}(\text{node\_vector}); \\
\text{2} \quad \text{if} \ (x_p \in B) \ \text{return}(\text{include\_obdd}(\text{node\_vector}, B, p)); \\
\text{3} \quad \text{else} \ \text{return}(\text{exclude\_obdd}(\text{node\_vector}, B, p)); \\
\}
\end{align*}
\]

\[
\begin{align*}
\texttt{include\_obdd}((v_0, \ldots, v_{2i-1}), B, p) \\
\{ \\
\text{return(}\texttt{cut\_set\_ip}(\{r\_child(v_0, p), l\_child(v_0, p), \ldots, r\_child(v_{2i-1}, p), \\
\quad l\_child(v_{2i-1}, p)\}, B, p + 1)); \\
\}
\end{align*}
\]
Figure 6.8: An example for cut_set in place.

```
exclude_obdd((v0, ..., v2i-1), B, p)
{
    return encode(cut_set_ip((r_child(v0, p), ..., r_child(v2i-1, p)), B, p + 1),
                   cut_set_ip((l_child(v0, p), ..., l_child(v2i-1, p)), B, p + 1));
}
```

**Example 6.3.3** The execution of cut_set_ip on the OBDD shown in Fig. 6.8 (a) with bound set \( B = \{ x_1, x_2 \} \) is summarized below:

- **initial:** cut_set_ip((v), B, 0),
- \( p = 0 \): encode(cut_set_ip((a), B, 1), cut_set_ip((b), B, 1)),
- \( p = 1 \): encode(cut_set_ip((c, d), B, 2), cut_set_ip((d, e), B, 2)),
- \( p = 2 \): encode(cut_set_ip((f, h, f, g), B, 3), cut_set_ip((f, g, g, h), B, 3)),
- \( p = 3 \): encode((f, h, f, g), (f, g, g, h)),
- result: (0, 1, 2, 3).

The decomposition chart is shown in Fig. 6.8 (b).

\[\Box\]
6.4 Computing Cut_sets for All Possible Bound Sets

The previous sections showed how to perform function decomposition directly on OBDDs when a bound set is given. This section will show how to compute the cut_sets for all bound sets of (single-output) Boolean functions using EVBDDs. The method is based on the encoding of columns as integers.

Initially, every variable is in the free set. For each variable $x_i$, we perform the following two operations:

1. *include*: include $x_i$ in the bound set to derive a new cut_set, and
2. *exclude*: partially encode the columns such that distinct columns are given unique codes and variable $x_i$ is permanently excluded from the bound set.

**Example 6.4.1** Fig. 6.9 (a) shows a decomposition chart where variable $x$ is in the free set and $a, b, c, d, e, f$, and $g$ are Boolean values. To perform the *include* operation, we move the two bottom rows to the left of the top two rows such that $x$ now is in the bound set (Fig. 6.9 (b)). To perform the *exclude* operation, we encode bit vectors $\langle c, a \rangle$, $\langle d, b \rangle$, $\langle g, e \rangle$, and $\langle h, f \rangle$ as $2c + a$, $2d + b$, $2g + e$, and $2h + f$, respectively (Fig. 6.9 (c)). The coded decomposition chart preserves the distinctness of columns, that is, column $\langle a, b, c, d \rangle$ is distinct from column $\langle e, f, g, h \rangle$ if and only if column $\langle 2c + a, 2d + b \rangle$ is distinct from column $\langle 2g + e, 2h + f \rangle$. Furthermore, variable $x$ is absent from the encoded decomposition chart and will never be included in the bound set.

Given an EVBDD $v$ with the top variable $x_i$, the right and left children of $v$ correspond to the top and bottom halves of rows in the decomposition chart. Thus, operations *include* and *exclude* in the EVBDD representation are carried out in the following way:
Figure 6.9: Operations include and exclude in the decomposition chart.

Figure 6.10: Operations include and exclude in the EVBDD representation.

1. include: construct the set \( \{ \text{child}_l(v), \text{child}_r(v) \} \), and
2. exclude: construct an EVBDD representing \( 2^{2^i} \times \text{child}_l(v) + \text{child}_r(v) \) where \( 2^{2^i} \) is to ensure that the resulting EVBDD has a unique encoded representation.

Example 6.4.2 Fig. 6.10 (a) is the EVBDD representation of the decomposition chart in Fig. 6.9 (a). The corresponding operations include and exclude are shown in Fig. 6.10 (b) and (c), respectively.

Pseudo code `cut_set_all` computes the cardinality of the cut_set for every possible bound set of a given function. The routine returns the set \( \{(b, k) \mid b \text{ is a bound set and } k \text{ is the cardinality of the cut_set of } b\} \). Initially, we have \( i = 0 \) and `node_set = \{v\}` where \( v \) is the EVBDD representing the given function. This corresponds to the bound set \( B = \phi \) and free set \( X \) where \( X \) is the set of input variables. If \( i = n \), then we reach the terminal case and `node_set` is the (encoded) cut_set for bound set \( B \) (line 1); otherwise, we perform include and exclude operations with respect to variable \( x_i \) (lines 2 and 3). We repeat the process for variable.
$x_{i+1}$ in lines 4 and 5. In line 6, the union of $\langle b,k \rangle$'s from lines 4 and 5 is returned. Pseudo code include and exclude perform the include and exclude operations for a set of EVBDD nodes.

```plaintext
cut_set_all(node_set, B, i)
{
    1    if (i == n) return($\langle (B, | node_set |) \rangle$);
    2    inc_set = include(node_set, i);
    3    exc_set = exclude(node_set, i);
    4    inc = cut_set_all(inc_set, B $\cup \{x_i\}, i + 1$);
    5    exc = cut_set_all(exc_set, B, i + 1);
    6    return(inc $\cup$ exc);
}

include(node_set, i)
{
    1    new_set = $\phi$;
    2    for each node $u \in node_set$ {
    3        if (index(variable(u)) == i)
    4            new_set = new_set $\cup \{child_l(u), child_r(u)\}$;
    5        else /* index(u) > i */
    6            new_set = new_set $\cup \{u\}$;
    7    }
    8    return new_set;
}
```
\begin{verbatim}
exclude(node_set, i)
{
1    new_set = \emptyset;
2    for each node \( u \in node_set \) {
3        if (index(variable(u)) == i)
4            new_set = new_set \cup \{2^x \times child_l(u) + child_r(u)\};
5        else /* index(u) > i */
6            new_set = new_set \cup \{2^x \times u + u\};
7    }
8    return new_set;
}
\end{verbatim}

Example 6.4.3 Fig. 6.11 (a) shows a function represented by both a truth table and a flattened EVBDD. Initially, the bound set is empty. The application of \textit{include} and \textit{exclude} with respect to variable \( x_0 \) are shown in Fig. 6.11 (b) and (c), respectively. In Fig. 6.11 (b), the bound set is \( \{x_0\} \) and the cardinality of the \textit{cut_set} is 2; In Fig. 6.11 (c), the bound set is \( \emptyset \) with \textit{cut_set} size 1.

The application of \textit{include} and \textit{exclude} on Fig. 6.11 (b) with respect to variable \( x_1 \) results in Fig. 6.12 (a) and (b) with bound sets \( \{x_0, x_1\} \) and \( \{x_0\} \) and \textit{cut_set} sizes 2 and 2, respectively. The application of \textit{include} and \textit{exclude} on Fig. 6.11 (c) with respect to variable \( x_1 \) results in Fig. 6.12 (c) and (d) with bound sets \( \{x_1\} \) and \( \emptyset \) and \textit{cut_set} sizes 2 and 1, respectively.

The application of \textit{include} and \textit{exclude} on Fig. 6.12 (b) with respect to variable \( x_2 \) results in Fig. 6.13 (a) and (b) with bound sets \( \{x_0, x_2\} \) and \( \{x_0\} \) and encoded \textit{cut_sets} \( \{0, 1, 5, 4\} \) and \( \{5, 12\} \), respectively. In Fig. 6.13, the top row shows the encoded decomposition charts, the second row shows the encoded \textit{cut_sets}, and the third row shows the decomposition charts. The encodings used for the bottom row in Fig. 6.13 (a) and (b) are \( 1 \times row1 + 4 \times row2 \) and \( 1 \times row1 + 2 \times row2 + 4 \times row3 + 8 \times row4 \), respectively.
\end{document}
Figure 6.11: An example of the application of cut_set_all.

Figure 6.12: Example continued.
Since there are $2^n$ different bound sets for an $n$ variable function, the computation of the cut_set for every bound set is very expensive. If we replace line 1 in cut_set_all by

1 if $(level == n || \mid var.set \mid \leq k)$ return($\{\{B, \mid node.set \mid \}\}$),

then cut_set_all becomes a routine for computing the cardinality of the cut_set for every bound set whose size is less than or equal to $k$ which is useful for the technology mapping of $k$-input look-up table field programmable gate arrays [58].

A naive way to compute the cut_set for every bound set is to move bound variables to the top of the EVBDD. Compared to this approach, the above approach has the following advantages. First, it is well known that the size of OBDD (and EVBDD) is very sensitive to the variable ordering (at least in many practical applications [66]). Moving bound variables to the top will change the variable ordering and hence may cause storage problems. The EVBDD-based method will not change the variable ordering. Second, the number of variables in the direct variable exchange approach is never reduced. In contrast, in EVBDD-based method, after the include and exclude operations, the number of variables will be decreased by 1.
6.5 Multiple-Output Decomposition

Given a vector of Boolean functions $f_0, \ldots, f_{m-1}$ on $n$ variables, we can not extend the concept of cut_set by taking the set union of the cut_sets for the individual functions. To see this, consider the two extreme cases $\bigcup_{i=0}^{m-1} \text{cut}_i(v_i, 0)$ (bound set size 1) and $\bigcup_{i=0}^{m-1} \text{cut}_i(v_i, n - 1)$ (bound set size $n$). The cardinality of the former might be greater than 2. This implies that more than two distinct functions must be implemented by a single variable which is not possible. On the other hand, the cut_set of the latter is always $\{0, 1\}$. This implies that $m$ Boolean functions could be implemented by only one output line which is again not possible. This is because even when an OBDD node is shared by $i^{th}$ and $j^{th}$ functions, it should be treated differently.

While a problem with finite domain can be solved by conversion to Boolean functions, a problem related to multiple-output Boolean functions can also be solved by interpreting them as the bit representation of an integer function. For example, a multiple-output Boolean function $(f_0, \ldots, f_{m-1})$ can be transformed to an integer function $F$ by $F = 2^{m-1}f_0 + \ldots + 2^0f_{m-1}$. Based on this formulation, we show how to perform multiple-output decomposition using EVBDDs. We first extend the definitions of function decomposition and cut_sets to EVBDD representation. We then develop an EVBDD-based disjunctive decomposition algorithm.

**Definition 6.5.1** A pseudo Boolean function $f(x_0, \ldots, x_{n-1})$ is said to be decomposable under bound set $\{x_0, \ldots, x_{i-1}\}$ and free set $\{x_i, \ldots, x_{n-1}\}$, $0 < i < n$, if $f$ can be transformed to $f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_j(x_0, \ldots, x_{i-1}), x_i, \ldots, x_{n-1})$ such that the number of inputs to $f'$ is smaller than that of $f$. If $j$ equals 1, then it is simply decomposable.

Note that since inputs to a pseudo Boolean function are Boolean variables, function $g_k$'s are Boolean functions. Here, we consider only disjunctive decomposition (the intersection of bound set and free set is empty).
Definition 6.5.2 Given an EVBDD $(c, v)$ representing $f(x_0, \ldots, x_{n-1})$ with variable ordering $x_0 < \ldots < x_{n-1}$ and bound set $B = \{x_0, \ldots, x_i\}$, we define

$$\text{cut_set.ev}((c, v), B) = \{(c', v') \mid \text{eval}((c, v), j), 0 \leq j < 2^i\}.$$ 

For readability, the flattened form of EVBDDs is used in this section.

Example 6.5.1 Given a function $f$ as shown in Fig. 6.14 with bound set $B = \{x_0, x_1, x_2\}$, $\text{cut_set}(f, B) = \{a, b, c, d\}$.

Algorithm $\text{decomp.ev}$: Given a function $f$ represented in an EVBDD $v_f$ and a bound set $B$, a disjunctive decomposition with respect to $B$ is carried out in the following steps:

1. Compute the $\text{cut_set.ev}$ with respect to $B$. Let $\text{cut_set.ev}(v, B) = \{u_0, \ldots, u_{k-1}\}$.

2. Encode each node in the $\text{cut_set.ev}$ by $\lfloor \log_2 k \rfloor = j$ bits.

3. Construct $v_m$'s to represent $g_m$'s, $0 \leq m < j$:
   Replace each node $u$ with encoding $b_0, \ldots, b_{j-1}$ in the $\text{cut_set.ev}$ by terminal node $b_m$. 

127
4. Construct $v_{F'}$ to represent function $f'$:

Replace the top part of $v_F$ by a new top on variables $g_0, \ldots, g_{j-1}$ such that $eval(v_{F'}, l) = u_l$ for $0 \leq l < k - 1$, $eval(v_{F'}, l) = u_{k-1}$ for $k - 1 \leq l < 2^j$.

The correctness of this algorithm can be intuitively argued as follows: For any input pattern $m$ in the bound set, the evaluation of $m$ in function $f$ will result at a node in the cut_set_ev with encoding $e$. The evaluation of $m$ on the $g_l$ functions should thus produce the function values $e$. The evaluation of $e$ in function $f'$ should also end at the same node in the cut_set_ev. Thus, the composition of $f'$ and $g_l$'s becomes equivalent to $f$.

**Lemma 6.5.1** Given an EVBDD $v_F$ with variable ordering $x_0 < \ldots < x_{n-1}$ representing $f(x_0, \ldots, x_{n-1})$, a bound set $B = \{x_0, \ldots, x_{i-1}\}$ and cut_set_ev($v_F, B$) = $\{u_0, \ldots, u_{k-1}\}$, if decomp_ev returns EVBDDS $v_{F'}, v_{g_0}, \ldots, v_{g_{j-1}}$, then

$$f(x_0, \ldots, x_{n-1}) = f'(g_0(x_0, \ldots, x_{i-1}), \ldots, g_{j-1}(x_0, \ldots, x_{i-1}), i, \ldots, x_{n-1})$$

where $f', g_0, \ldots, g_{j-1}$ are the functions denoted by $v_{F'}, v_{g_0}, \ldots, v_{g_{j-1}}$, respectively.

Proof: Consider the behavior of an input pattern $(b_0, \ldots, b_{i-1})$ on $v_F, v_{F'},$ and $v_{g_m}$'s. Suppose $u_m$ is the node we reach in $v_F$ using the input pattern, that is, $eval(v_F, (b_0, \ldots, b_{i-1})) = u_m$, where $u_m = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1})$. Since $u_m$ has been replaced by the $i^{th}$ bit of $m$ in $v_{g_1}$, $eval(v_{g_1}, (b_0, \ldots, b_{i-1})) = b_{m_i}$, that is, $g_1(b_0, \ldots, b_{i-1}) = b_{m_i}$. Because of the way we construct $v_{F'}$, $eval(v_{F'}, (b_{m_0}, \ldots, b_{m_{j-1}})) = u_m$, that is, $f'(b_{m_0}, \ldots, b_{m_{j-1}}, x_i, \ldots, x_{n-1}) = u_m = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1})$. Thus, $f'(g_0(b_0, \ldots, b_{i-1}), \ldots, g_{j-1}(b_0, \ldots, b_{i-1}), i, \ldots, x_{n-1}) = f(b_0, \ldots, b_{i-1}, x_i, \ldots, x_{n-1})$, for any input pattern in the bound set. \hfill $\Box$

**Example 6.5.2** Fig. 6.15 shows an example of disjunctive decomposition by using EVBDDS. The evaluation of the input pattern $x_0 = 1$, $x_1 = 0$, and $x_2 = 1$ in function $F$ will end at the leftmost $x_4$-node which has encoding 10. The evaluation of the same input pattern in functions $g_0$ and $g_1$ would produce function values 1 and
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Figure 6.15: An example of disjunctive decomposition in EVBDD.

0. Then, with $g_0$ being 1 and $g_1$ being 0 in function $F'$, it would also end at the leftmost $x_4$-node.

When an EVBDD is used to represent a Boolean function, `decomp.ev` corresponds to a disjunctive decomposition algorithm for Boolean functions; when an EVBDD represents an integer function, then `decomp.ev` can be used as a disjunctive decomposition algorithm for multiple-output Boolean functions as shown in the following example.

Example 6.5.3 A 3-output Boolean function as shown in Fig 6.16 (a) can be converted into an integer function as shown in Fig. 6.16 (b) through $f = 4f_0 + 2f_1 + f_2$. The application of `decomp.ev` on $F$ is the one shown in the previous example. After applying the synthesis paradigm described in Sect. 3.1 on $F'$, we can convert $f$ back to a 3-output Boolean function $f'_0$, $f'_1$, and $f'_2$.

6.6 Incompletely Specified Functions

When functions are incompletely specified, the detection of decomposability becomes very complicated. For example, the compatibility in the Roth-Karp method is no longer an equivalence relation. The determination of $k$ compatible classes
then requires solving the minimum clique covering problem for the compatibility graph which is NP-hard [42].

A similar task has to be performed on OBDDs. We first extend OBDDs to include a third terminal node $dc$ to represent the constant function $dc$. Next, we compute the cut set as before. Since each node in cut set may represent an incompletely specified function, we need to compute the compatibility between any two nodes in the cut set so that a minimal $k$ can be found. The determination of compatibility between two OBDD nodes, or the compatibility between their corresponding functions, can be carried out by algorithm is_compatible. After this step, the construction of compatibility graph and the computation of minimum clique cover is the same as in the Roth-Karp algorithm.
\[
\text{is-compatible}(f, g) \quad \text{/* f and g are OBDDs with dc */}
\{
1 \quad \text{if } (f == \text{dc} \lor g == \text{dc} \lor f == g) \\
\quad \text{return 1;}
2 \quad \text{if } (f == 0 \land g == 1 \lor f == 1 \land g == 0) \\
\quad \text{return 0;}
3 \quad g_l = \text{l-child}(g, \text{min}(\text{index}(f), \text{index}(g))); \\
4 \quad g_r = \text{r-child}(g, \text{min}(\text{index}(f), \text{index}(g))); \\
5 \quad f_l = \text{l-child}(f, \text{min}(\text{index}(f), \text{index}(g))); \\
6 \quad f_r = \text{r-child}(f, \text{min}(\text{index}(f), \text{index}(g))); \\
7 \}
8 \quad \text{else } \{ f_l = f_r = f; \}
9 \quad \text{return (is-compatible}(f_l, g_l) \land \text{is-compatible}(f_r, g_r));
\}
\]

### 6.7 Experimental Results

The algorithm \text{cut-set-all} has been implemented and compared with the Roth-Karp decomposition algorithm implemented in \text{SIS}. In particular, the following command is used on a number of \text{mcnc91} benchmark sets:

"\text{xkdecomp}^1 -n 4 -e -d -f 100" which for every node in the Boolean network, finds the best bound set of size \leq 4 that reduces the node's variable support after decomposition, and then decomposes the node, and modifies the network to reflect the change.

An equivalent \text{EVDBD}-based command was implemented.

^1\text{xkdecomp} does not process circuits with \geq 32 inputs.
To assign a unique encoding for each EVBDD node, we need integers with $2^i$ bits where $i$ is the number of variables considered so far. This is clearly very expensive. One way to overcome this difficulty is to relax the uniqueness condition (e.g., use 2 instead of $2^{2^i}$). Then, two different EVBDD nodes representing different functions may be assigned the same encoding. As a result, the size of the cut_set for a given bound set may be underestimated. This scheme may be used as a filter. For example, to find the bound set which has the smallest cut_set, we first perform cut_set_all to find the best ones, and then check for the real cut_sets by moving the bound variables to the top of the EVBDD.

Results shown in Table 6.1 used 2 as the weight in exclude operation. The processes were stopped when they took more than 5000 cpu seconds on a Sun Sparc-Station II with 64 MB of memory. The EVBDD-based approach obtains significant speed-ups (by an average factor of 35.4).
<table>
<thead>
<tr>
<th>Circuit</th>
<th>karp</th>
<th>EVBDD</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>5xp1</td>
<td>31.1</td>
<td>2.9</td>
<td>10.7</td>
</tr>
<tr>
<td>9sym</td>
<td>513.6</td>
<td>3.7</td>
<td>138.8</td>
</tr>
<tr>
<td>apex4</td>
<td>2544.8</td>
<td>49.8</td>
<td>51.1</td>
</tr>
<tr>
<td>misex3</td>
<td>&gt; 5000</td>
<td>381.9</td>
<td>13.1</td>
</tr>
<tr>
<td>misex3c</td>
<td>&gt; 5000</td>
<td>131.8</td>
<td>37.9</td>
</tr>
<tr>
<td>Z5xp1</td>
<td>31.4</td>
<td>4.3</td>
<td>7.3</td>
</tr>
<tr>
<td>misex2</td>
<td>416.8</td>
<td>87.7</td>
<td>4.8</td>
</tr>
<tr>
<td>sao2</td>
<td>337.9</td>
<td>23.6</td>
<td>14.3</td>
</tr>
<tr>
<td>xor5</td>
<td>2.0</td>
<td>0.3</td>
<td>6.7</td>
</tr>
<tr>
<td>b12</td>
<td>74.3</td>
<td>6.4</td>
<td>11.6</td>
</tr>
<tr>
<td>ex1010</td>
<td>&gt; 5000</td>
<td>48.5</td>
<td>&gt; 103.1</td>
</tr>
<tr>
<td>squar5</td>
<td>4.3</td>
<td>0.9</td>
<td>4.8</td>
</tr>
<tr>
<td>Z9sym</td>
<td>508.2</td>
<td>4.2</td>
<td>121.0</td>
</tr>
<tr>
<td>t48l</td>
<td>&gt; 5000</td>
<td>62.1</td>
<td>&gt; 80.5</td>
</tr>
<tr>
<td>alu4</td>
<td>&gt; 5000</td>
<td>124.5</td>
<td>&gt; 40.2</td>
</tr>
<tr>
<td>table3</td>
<td>&gt; 5000</td>
<td>318.6</td>
<td>&gt; 15.7</td>
</tr>
<tr>
<td>table5</td>
<td>&gt; 5000</td>
<td>1225.8</td>
<td>&gt; 4.1</td>
</tr>
<tr>
<td>cordic</td>
<td>&gt; 5000</td>
<td>1331.7</td>
<td>&gt; 3.8</td>
</tr>
<tr>
<td>vg2</td>
<td>&gt; 5000</td>
<td>2051.3</td>
<td>&gt; 2.4</td>
</tr>
<tr>
<td>seq</td>
<td>NA</td>
<td>&gt; 5000</td>
<td>—</td>
</tr>
<tr>
<td>apex1</td>
<td>NA</td>
<td>&gt; 5000</td>
<td>—</td>
</tr>
<tr>
<td>apex2</td>
<td>NA</td>
<td>&gt; 5000</td>
<td>—</td>
</tr>
<tr>
<td>apex3</td>
<td>NA</td>
<td>&gt; 5000</td>
<td>—</td>
</tr>
<tr>
<td>c64</td>
<td>NA</td>
<td>&gt; 5000</td>
<td>—</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>35.4</td>
</tr>
</tbody>
</table>

Table 6.1: Finding all decomposable forms with bound set size ≤ 4.
Chapter 7

Conclusions

It was demonstrated that by associating an integer with each edge of an OBDD and giving a new meaning to each node of the OBDD, a new graphical data structure was created whose domain is that of the integer functions. The new data structure, called EVBDD, admits arithmetic operations, preserves the canonical property, and provides the capability to cache computational results. With these properties, we have found EVBDDs to be valuable in many applications.

Because of the compactness and canonical properties, EVBDDs were shown to be effective for handling verification problems. An extension of EVBDDs, denoted by SEVBDDs, were successfully used to model conditional statements and array data structure. A future extension is to model loop statements and recursive functions which can then be used for verifying sequential machines. Because of the additive property, EVBDDs are also useful for solving integer linear programming problems. A possible improvement is to incorporate linear programming techniques (e.g., simplex method) in order to obtain better bounds and hence improve the runtime of the procedure.

An OBDD-based Boolean matching algorithm using a level-first search strategy was presented. Unlike depth-first and breadth-first strategies, a level-first strategy permits significant pruning of the search space. In addition, a set of filters which further improve the the performance of the matching algorithm was presented.
Future research directions include the matching of arithmetic functions and finite state machines. Again, the key issue is to identify properties which can work as filters for pruning the search spaces.

Because OBDDs are a compact and canonical representation of Boolean functions, the function decomposition algorithms presented here are more efficient than the cube-based function decomposition implementation. However, the OBDD-based extraction of common sublogic to minimize the literal cost of the circuits remains an open problem to be studied in future.
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