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FGILP: An Integer Linear Program Solver based on Function Graphs

Abstract

Edge-Valued Binary Decision Diagrams (EVBDD) extend BDDs from Boolean domain to integer domain and from Boolean operations to arithmetic operations. They have been used to perform logic verification and compute decomposability of Boolean functions. In this paper, we present a new EVBDD application for solving Integer Linear Programs (ILP), which is an NP hard problem that appears in many CAD problems. Our approach is to combine the benefits of EVBDD data structure (in terms of subgraph sharing and caching of computational results) with the state-of-the-art ILP solving techniques. Our program, called FGILP, has been implemented in C under the SIS environment. The preliminary results of FGILP are comparable to those of LINDO.
1 Introduction

Integer Linear Programming (ILP) is an NP-hard problem [14] that appears in many CAD applications. Most of existing techniques for solving ILP such as branch and bound [23, 10, 2, 26] and cutting plane methods [15, 16] are based on the linear programming LP method. While they may sometimes solve hundreds of variables, they cannot guarantee to find an optimal solution for problems with more than 40 variables. It is believed that an effective ILP solver should incorporate integer or combinatorial programming theory into the linear programming method [4]. Several authors have proposed logical test based methods for 0-1 programming [7, 17, 18] for 0-1 programming.

Binary Decision Diagram (BDD) [9] is an effective data structure for representing Boolean functions and performing Boolean operations. By representing an integer as a set of binary variables, a linear inequality constraint function can be converted to a Boolean function. Similarly, a set of constraint functions can be represented by the conjunction of these Boolean functions.

Reference [19] reports on a BDD-based approach for solving the 0-1 programming problems. Because BDDs can only represent binary functions, for integer related operations such as conversion from linear inequality form of constraints into Boolean functions and optimization of nonbinary goal functions, BDDs are not directly applicable. This shortcoming limits the caching of computation results to only Boolean operations (i.e., for constraints conjunction only).

Edge-Valued Binary Decision Diagram (EVBBDD) is an integer version of Bryant’s Binary Decision Diagrams (BDDs) [9]. EVBBDDs not only preserve the canonical function and compact representation properties of BDDs but also provide a new set of operators – arithmetic operators, relational operators and minimum/maximum operators. EVBBDDs have been used for logic verification [20] and Boolean function decomposition [22]. In this paper, we present FGILP, an ILP solver based on EVBBDDs.

Our approach for solving the ILP is to combine benefits of EVBDD data structure (in terms of subgraph sharing and caching of computational results) with the state-of-the-art ILP solving techniques. We have developed a minimization operator in EVBBDD which computes the optimal solution to a given goal function subject to a constraint function. In addition, the construction and conjunction of constraints in terms of EVBBDDs are carried out in a divide and conquer manner in order to manage the space complexity.

1.1 Review of ILP Solving Techniques

An ILP problem can be formulated as follows:

\[
\text{minimize} \quad \sum_{i=1}^{n} c_i x_i \tag{1}
\]

subject to \[
\sum_{i=1}^{n} a_{i,j} x_i \leq b_j, \quad 1 \leq j \leq m \tag{2}
\]

\[
x_i \text{ integer} \tag{3}
\]
The first equation is referred as the goal function and the second equation is referred as constraint functions. Although the goal function can also be maximize, throughout this paper we will assume the problem to be solved is a minimization problem.

There are three classes of algorithms for solving ILP problems [31]. The first class is known as the branch-and-bound method [23, 10, 2, 26]. This method usually starts with an optimum continuous LP solution which forms the first node of a search tree. If the initial solution satisfies the integer constraints, it is the optimum solution and the procedure is terminated. Otherwise, we split on variable \( x \) (with value \( x^* \) from the initial solution) and create two new subproblems: one with the additional constraint \( x \leq \lfloor x^* \rfloor \) and the other with the additional constraint \( x \geq \lfloor x^* \rfloor + 1 \). Each subproblem is then solved using the LP method. A subproblem is pruned if there are no feasible solutions, the feasible solution is inferior to the best one found, or all variables satisfy the integer constraints. In the last case, the feasible solution becomes the new best solution. The problem is solved when all subproblems are processed. Most commercial codes use this approach [24].

The second method is the implicit enumeration technique which deals with 0-1 programming [1, 3, 30]. Initially all variables are free. Then, a sequence of partial solutions is generated by successively fixing free variables, i.e., setting free variables to 0 or 1. A completion of a partial solution is a solution obtained by fixing all free variables in the partial solution. The algorithm ends when all partial solutions are completions or are discarded. The procedure proceeds similar to the branch and bound except that it solves a subproblem using the logical tests instead of the LP. A logical test is carried out by inserting values corresponding to a given (partial or complete) solution in the constraints. A complete solution is feasible if it satisfies all constraints. A partial solution is pruned if it cannot reach a feasible solution or could only produce an inferior feasible solution (compared to the current best solution). One advantage of this approach is that we can use partial order relations among variables to prune the solution space. For example, if it is established that \( x \leq y \), then portions of the solution space which correspond to \( x = 1 \) and \( y = 0 \) can be immediately pruned [7, 17].

In the early days, these two methods were considered to be sharply different. The branch and bound method is based on solving a linear program at every node in the search space and uses a breadth first strategy. The implicit enumeration method is based on logical tests requiring only additions and comparisons and employs a depth first strategy. However, recent versions of both approaches have borrowed substantially from each other. The two terms branch and bound and implicit enumeration are now used interchangeably.

The third method is the cutting-plane technique [15, 16]. In this method, the integer variable constraint is initially dropped and an optimum continuous variable solution is obtained. The solution is then used to chop off the solution space while ensuring that no feasible integer solutions are deleted. A new continuous solution is computed in the reduced solution space and the process is repeated until the continuous solution indeed becomes an integer solution. Due to the machine round-off error, only the first few cuts are effective for cutting the solution space [31].
1.2 Overview

Our algorithm for solving the ILP employs a branch and bound technique. Initially, every constraint function is represented by an EVBDD in linear inequality form. The conversion of a constraint to a Boolean form and the conjunction of constraints are carried out in a divide and conquer fashion. When there is only one constraint which is in the Boolean form, we use an EVBDD operator minimize to solve the optimization problem. Otherwise, the problem is divided into two subproblems and is solved recursively. minimize employs the branch and bound and computation caching techniques.

The paper is organized as follows. In Section 2, we give basic definitions and operations of EVBDDs. In Section 3, we demonstrate how EVBDDs can be used to solve ILP problems through a simple example. The construction of constraints into the EVBDD form and conjunction of constraints are discussed in Section 4. A novel EVBDD based optimization operator and our basic algorithm are presented in Sections 5 and 6, respectively. The experimental results of FGILP and an analysis of our algorithm are given in Sections 7 and 8.

2 Edge-Valued Binary Decision Diagrams

This section gives an overview of EVBDDs.

Definition 2.1 An EVBDD is a tuple \( \langle c, f \rangle \) where \( c \) is a constant value and \( f \) is a directed acyclic graph consisting of two types of nodes:

1. There is a single terminal node 0.
2. A nonterminal node \( v \) is a 4-tuple \( \langle \text{variable}(v), \text{child}_l(v), \text{child}_r(v), \text{value} \rangle \), where \( \text{variable}(v) \) is a binary variable \( x \in \{x_0, \ldots, x_{n-1} \} \).

An EVBDD is ordered if there exists an index function \( \text{index}(x) \in \{0, \ldots, n-1 \} \) such that for every nonterminal node \( v \), either \( \text{child}_l(v) \) is a terminal node or \( \text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_l(v))) \), and either \( \text{child}_r(v) \) is a terminal node or \( \text{index}(\text{variable}(v)) < \text{index}(\text{variable}(\text{child}_r(v))) \). An EVBDD is reduced if there is no nonterminal node \( v \) such that \( \text{child}_l(v) = \text{child}_r(v) \) and \( \text{value} = 0 \) exists at the same time, and there are no two nonterminal nodes \( u \) and \( v \) such that \( u = v \).

Definition 2.2 An EVBDD \( \langle c, f \rangle \) denotes the arithmetic function \( c + f \) where \( f \) is the function denoted by \( f \). \( 0 \) denotes the constant function 0, and \( \langle x, 1, r, v \rangle \) denotes the arithmetic function \( x(v + l) + (1 - x)r \).

In this paper, we consider only reduced, ordered EVBDD. For the sake of clarity, we also use the flattened form of EVBDDs in which a nonterminal node is represented by \( \langle x, \text{child}_l, \text{child}_r \rangle \) and a terminal node is some integer.

In the graphical representation of an EVBDD \( \langle c, f \rangle \), \( f \) is represented by a rooted, directed, acyclic graph and \( c \) by a dangling incoming edge to the root node of \( f \). The terminal node is depicted by a rectangular node labelled 0. A nonterminal node is a quadruple \( \langle x, 1, r, v \rangle \), where \( x \) is the node label, 1 and r are the two subgraphs rooted at \( x \), and \( v \) is the label assigned to the left edge of \( x \). For example, Figure 1 shows two arithmetic functions \( 3 - 4x + 4xy + xz - 2y + yz \) and \( 4x_2 + 2x_1 + x_0 \) where all variables are binary variables.
Figure 1: Two examples

Note that, it requires only $n$ nonterminal nodes to represent an $n$ variable linear function, for example, Figure 1 (b) is a linear function which can also be interpreted as a 3-bit integer.

The function value is computed by the summation of edge values (right edge values are 0) along the path associated with the input assignment. For example, in Figure 1 (a), the function value of $x = 1, y = 0$ and $z = 1$ is $3 + (-4) + 0 + 1 = 0$, and the function value of $x_2 = 1, x_1 = 0$ and $x_0 = 1$ in Figure 1 (b) is $0 + 4 + 0 + 1 = 5$.

Most of BDD and EVBDD operations follow paradigms of $\text{ite}$ [8] and $\text{apply}$ [20]. For readers who are interested in these paradigms, we put the pseudo code of $\text{apply}$ and an example in the appendix. One of the main reasons for the success of BDD representation is the caching of computation results. This is carried out by using a $\text{comp\_table}$ in the above paradigms. An entry of $\text{comp\_table}$ has the form $(f, g, \text{op}, h)$ which stands for $f \text{ op } g = h$. To compute $f \text{ op } g$, we first look up the $\text{comp\_table}$ with key $(f, g, \text{op})$, if an entry is found then the last element of the entry $h$ is retrieved as the result; otherwise, we perform $\text{op}$ on the subgraphs of $f$ and $g$ and store the result in $\text{comp\_table}$ after the completion of $f \text{ op } g$.

EVBDD representation enjoys a distinct feature, called additive property, which is not seen in the BDD representation. For example, consider the following operation:

$$(c_f + f) - (c_g + g) = (c_f - c_g) + (f - g).$$

Because the values $c_f$ and $c_g$ can be separated from the functions $f$ and $g$, the key for this entry in $\text{comp\_table}$ is $\langle (0, f), (0, g), - \rangle$. After the computation of $\langle (0, f), (0, g), - \rangle$ resulting in $\langle c_h, h \rangle$, we then add $c_f - c_g$ to $c_h$ to have the complete result of $\langle (c_f, f), (c_g, g), - \rangle$. Hence, every operation $\langle (c_f', f), (c_g', g), - \rangle$ can share the computation result of $\langle (0, f), (0, g), - \rangle$. This then will increase the hit ratio for caching the computation results. To speed up the relational operators and the minimize operation, we include the minimum and maximum function values in each EVBDD node.
3 An Example

This section illustrates how we solve the ILP problem using EVBDDs through a simple example. For the sake of readability, we use the flattened form of EVBDDs.

The following is a 0-1 ILP problem:

\[
\begin{align*}
\text{minimize} & \quad 3x + 4y \\
\text{subject to} & \quad 6x + 4y \leq 8 \quad (1) \\
& \quad 3x - 2y \leq 1 \quad (2) \\
& \quad x, y \in \{0, 1\}
\end{align*}
\]

We first construct an EVBDD for the goal as shown in Fig. 2 (a). We then construct the constraints. The left hand side of constraint (1) represented by an EVBDD is shown in Fig. 2 (b). After the relational operator \( \leq \) has been applied on constraint (1), the resulting EVBDD is shown in Fig. 2 (c). Similarly, EVBDDs for constraint (2) are shown in Fig. 2 (d) and (e). The conjunction of two constraints, Fig. 2 (c) and (e), is the EVBDD in Fig. 2 (f) which represents the solution space of this problem. A feasible solution corresponds to a path from the root to 1.

We then project the constraint function \( c \) onto the goal function \( g \) such that for a given input assignment \( X \), if \( c(X) = 1 \) (feasible) then \( p(X) = g(X) \); otherwise \( p(X) = \text{infeasible.value} \). For minimization problems, the \( \text{infeasible.value} \) is any value which is greater than the maximum of \( g \), and for maximization problems, the \( \text{infeasible.value} \) is any value which is smaller than the minimum of \( g \). In our example, we use 8 as the \( \text{infeasible.value} \). Thus, in Fig. 2 (g), the two leftmost terminal values have been replaced by value 8. The last step in solving the above ILP problem is to find the minimum in Fig. 2 (g) which is 0.

4 The Constraint Functions

Initially, every constraint is represented by an EVBDD in inequality form which requires \( n \) nodes for an \( n \)-variable function. When a constraint is converted to the Boolean function form, the number of nodes required may become exponential in \( n \). To avoid this space complexity, the conversion of constraints are carried out dynamically.

Every constraint is converted to the form \( AX - b \leq 0 \). Thus, we only need one operator \( \text{leq}0 \) to perform the conversion. \( AX < b \) is converted to \( AX - b + 1 \leq 0 \) (provided that all coefficients are integer), \( AX \geq b \) is converted to \( -AX + b \leq 0 \), and \( AX = b \) is converted to two constraints \( AX - b \leq 0 \) and \( -AX + b \leq 0 \). Operations addition, subtraction and multiplication by \(-1\) are carried out through the \text{apply} operator.

We describe how relational operation \( \text{leq}0 \) is carried out in EVBDDs:
\textbf{Operator} \texttt{leq0} follows the paradigm of \textit{apply}. To speed up \texttt{leq0}, we include the minimum and maximum function values in each EVBDD node. The procedure is recursive and terminates when any one of the following conditions holds: the maximum of function \( f \) is less than or equal to 0, the minimum of \( f \) is greater than 0, or it has been computed before. Otherwise, the procedure traverses down the graph.

The function performed by \texttt{leq0} is the same as \texttt{LI.to.BDD(I)} of [19] where \( I \) is some representation of \( w_1x_1 + \ldots + w_nx_n \geq T \). Our EVBDD representation of a linear inequality is more efficient than their representation, because \texttt{leq0} can cache computation results as in all EVBDD operations while \texttt{LI.to.BDD} can not. This is very important because the efficiency of BDD operations heavily depends on the extent by which this property is exploited. In [19],

\begin{verbatim}
leq0((c_f, f))
{
  if (max((c_f, f)) \leq 0) return((1, 0));
  if (min((c_f, f)) > 0) return((0, 0));
  if (comp_table_lookup((c_f, f), LEQ0, ans)) return(ans);
  \{c_{gi}, g_i\} = leq0((c_{fi}, f_i));
  \{c_{gr}, g_r\} = leq0((c_{fr}, f_r));
  if ((c_{gi}, g_i) == (c_{gr}, g_r)) return ((c_{gi}, g_i));
  g = find_or_add(index(f), g_i, g_r, c_{gi} - c_{gr});
  comp_table_insert((c_f, f), LEQ0, (c_{gr}, g));
  return ((c_{gr}, g));
}
\end{verbatim}
the authors suggest that it is not advisable to replace an equality by two inequalities because the cost of testing terminal cases (lines 1 and 2) are the same for equality and inequality relations. Our experiments, however, show a completely different result. Performing two inequalities followed by one conjunction (all in terms of EVBDD operations) is much faster than carrying out one equality. We believe that the difference is due to our computation caching capability.

5 The Goal Function

The goal function represented by an EVBDD is very compact. An \( n \)-variable function requires only \( n \) nodes. For example, the EVBDD in Fig. 1 (b) can be used to represent the goal function minimize \( 4x_2 + 2x_1 + x_0 \). The main advantage of this representation over the one in [19] is that our representation provides computation sharing on operations performed on the goal and constraint functions.

The operator projection (defined in Section 3) is useful when we want to find all optimal solutions. However, in many situations, we are interested in finding any optimal solution. Thus, full construction of the final EVBDD (e.g., Fig. 2 (g)) is unnecessary. To address this issue, we have developed an operator called minimize which employs both the branch and bound and computation caching techniques. This operator is similar to the apply operator with one additional parameter \( b \). Given a goal function \( g \), a constraint function \( c \), and an upper bound \( b \), minimize returns 1 if it finds a minimum feasible solution \( b' < b \) of \( g \) subject to \( c \); otherwise, minimize returns 0. If \( b' \) is found, \( b \) is replaced by \( b' \); otherwise, \( b \) is unchanged.

Note that when minimize returns 0, it does not implies that there are no feasible solutions with respect to \( g \) and \( c \). This is because minimize only searches for feasible solutions that are smaller than \( b \). Those feasible solutions which are greater than or equal to \( b \) are pruned because of the branch and bound process.

The parameter \( b \) serves two purposes: it increases the hit ratio for computation caching and it is a bounding condition for pruning the problem space. To achieve the first goal, an entry of the computed table used by minimize has the form \( \langle g, c, \langle b, v \rangle \rangle \) where \( v \) is set to the minimum of \( g \) which satisfies \( c \) and is less than \( b \). If there are no feasible solutions (with respect to \( g \) and \( c \)) which are less than \( b \), then \( v \) is set to \( b + 1 \).

Suppose we want to compute the minimum of \( g \) subject to \( c \) with current best solution \( b \). We look up the computed table with key \( \langle g, c \rangle \). If there is an entry \( \langle g, c, \langle b', v \rangle \rangle \) matched, then there are three possibilities:

1. If \( b > v \) then \( v \) is the solution we wanted.

2. If \( b' \geq v \geq b \) or \( v > b' \geq b \) then \( b \) is the optimum solution because the best we can find under \( g \) and \( c \) is \( v \) which is inferior to \( b \).

3. If \( b \geq v > b' \) then no conclusion can be inferred and further computation is required. Although there is no better feasible solution than \( b' \) (due to \( v > b' \)), it does not imply that there will be no better solution than \( b \).
In case 1, computation caching is a success, in case 2 pruning takes place (also computation caching), but in case 3 both operations fail.

The following pseudo code implements minimize. Lines 1-8 test for terminal conditions. In line 1, if the constraint function is the constant function 0, there is no feasible solution. In line 2, if the minimum of the goal function is greater than or equal to the current best solution, the whole process is pruned. If the goal function is a constant function, it must be less than bound; otherwise, the test in line 2 will be true. Thus, a new minimum is found in line 3. In line 6, if the constraint function is constant 1, then the minimum of the goal function is the new optimum. Again, this must be true, otherwise, the condition tested in line 2 will be true.

Lines 9-17 perform the table lookup operation. If the lookup succeeds, no further computation is required; otherwise, we traverse down the graph in lines 19-26 in the same way as apply. In lines 27-32, the branch whose minimum value is smaller is traversed first since this increases chances for pruning the other branch. Finally, we update computed table and return the computed results in lines 33-41.
minimize((c_y, g), (c_c, c), bound)
{
1. if ((c_c, c) == (0, 0)) return 0;
2. if (min((c_y, g)) ≥ bound) return 0;
3. if ((c_y, g) == (c_y, 0)) {
    bound = c_y;
    return 1;
  }
4. if ((c_c, c) == (1, 0)) {
    bound = min((c_y, g));
    return 1;
  }
5. new_bound = bound - c_y;
6. if (comp_table_lookup((0, g), (c_c, c), entry)) {
   7. if (entry → value ≤ entry → bound) {
      if (new_bound > entry → value) {
        bound = entry → value + c_y;
        return 1;
      }
      else return 0;
    }
8. else {
    9. if (new_bound ≥ entry → bound) return 0;
   }
10. entry → bound = new_bound;
11. if (index(c) ≥ index(g)) {
   12. (c_{g_l}, g_l) = (value(g), child_l(g));
   13. (c_{g_r}, g_r) = (0, child_r(g));
   14. else {
     (c_{g_l}, g_l) = (c_{g_r}, g_r) = (0, g);
   }
   15. if (index(c) ≤ index(g)) {
      16. (c_{c_l}, c_l) = (c_c + value(c), child_l(c));
      17. (c_{c_r}, c_r) = (c_c, child_r(c));
      18. else {
        (c_{c_l}, c_l) = (c_{c_r}, c_r) = (c_c, c);
      }
   19. if (min(g_l) ≤ min(g_r)) {
      20. t_re = minimize((c_{g_l}, g_l), (c_{c_l}, c_l), new_bound);
      21. e_re = minimize((c_{g_r}, g_r), (c_{c_r}, c_r), new_bound);
      22. else {
        e_re = minimize((c_{g_r}, g_r), (c_{c_r}, c_r), new_bound);
        t_re = minimize((c_{g_l}, g_l), (c_{c_l}, c_l), new_bound);
      }
   23. if (t_re || e_re) {
      24. entry → value = new_bound;
      25. comp_update((0, g), (c_c, c), entry);
      26. bound = new_bound + c_y;
      27. return 1;
    }
    else {
      28. entry → value = entry → bound + 1;
      29. comp_update((0, g), (c_c, c), entry);
      30. return 0;
    }
  }
}
Example 5.1 We want to minimize the goal function $-4x + 5y + z + 2w$ subject to the constraint shown in Fig. 3 (b). For the sake of readability, the goal function (Fig. 3) is represented in EVBDD while the constraint function is represented in BDD. Note that in both representations, the left edges represent the true edges and the right edges represent the false edges. The initial upper bound is $\max(goal) + 1 = 0 + 5 + 1 + 2 + 1 = 9$. The reason for plus 1 is to recognize the case when there are no feasible solutions.

(a) We traverse down to nodes a and b through path $x = 1$ and $y = 1$. By subtracting the coefficients of $x$ and $y$ from upper bound, we have $9 - (-4) - 5 = 8$ which is the local upper bound with respect to nodes a and b. That is, we look for a minimum of a subject to b such that it is smaller than 8. It is easy to see that the best feasible solution of a subject to b is 1 which corresponds the assignments of $z = 1$ and $w = 0$. Thus, we insert $\langle a, b, \langle 8, 1 \rangle \rangle$ as an entry into the computed table and recalculate the upper bound as $-4 + 5 + 1 + 0 = 2$.

(b) Again, we traverse down to nodes a and b this time through path $x = 1$ and $y = 0$. The new local upper bound is now $2 - (-4) - 0 = 6$, i.e., we look for a feasible solution which is smaller than 6. From computed table look up, we find that 1 is the best solution with respect to a and b and it is smaller than 6. Thus, a new solution is found $-4 + 0 + 1 = -3$.

(c) Through path $x = 0$ and $y = 1$, we reach a and b again. The local upper bound is $-3 - 0 - 5 = -8$. Again, from computed table, we know 1 is the best we can get which is larger than (inferior to) -8. Thus, no better solution can be found under a and b with respect to bound -8 and the current best solution remains -3.

(d) Next, we reach nodes a and c through path $x = 0$ and $y = 0$. The local upper bound is $-3 - 0 - 0 = -3$. The minimum of the goal function a is 0 which is greater than -3. Thus, this subproblem is pruned.

The optimal solution is thus $-3$ with $x = 1, y = 0, z = 1$, and $w = 0$.

6 The Algorithm

The basic algorithm in FGILP, $ilp\_minimize$, employs a branch and bound technique as shown in Fig. 4. In addition to goal and constraint functions, there are two parameters which are used as bounding condition: Lower bound is either given by the user or computed through linear relaxation or Lagrangian relaxation methods; Upper bound represents the best feasible solution found so far. The initial value of upper bound is the maximum of the goal function plus 1.

If the maximum of goal function is less than the lower bound or the minimum of goal function is greater than or equal to the upper bound, the problem can be pruned. There is a third pruning process. If there exists a constraint whose minimum feasible solution is
Figure 3: An example for the minimize operator.

```
ilp_minimize(goal, constraints, lower_bound, upper_bound)
{
    if (max(goal) < lower_bound) return;
    if (min(goal) ≥ upper_bound) return;
    if (∃c ∈ constraints such that minimize(goal, c, upper_bound) == 0) return;
    new_constraints = conjunction of constraints;
    if (new_constraints has only one element and is in Boolean form) {
        minimize(goal, new_constraints, upper_bound);
        return;
    }
    creates two new subproblems (goal_l, new_constraints_l) and (goal_r, new_constraints_r);
    ilp_minimize(goal_l, new_constraints_l, lower_bound, upper_bound);
    ilp_minimize(goal_r, new_constraints_r, lower_bound, upper_bound);
}
```

Figure 4: Pseudo code for ilp_minimize.
greater than or equal to the current best solution (upper bound), then again the problem can be pruned.

Initially, each constraint function is represented by an EVBDD in inequality form. The conversion of a constraint from the inequality form to a Boolean function and the conjunction of constraints are carried out dynamically in order to manage the space complexity. When there is only one constraint and it is in Boolean form, then the problem is solved through minimize. Otherwise, the problem is divided into two subproblems and is solved recursively. Since both the goal and constraint functions are represented by EVBDDs. The new goal and constraint functions for the first subproblem are the left children of the root nodes of the current goal and constraints. Similarly, the new goal and constraint functions for the second subproblem are the right children of the root nodes of the current goal and constraints.

7 Experimental Results

FGILP has been implemented in C under the SIS environment. Table 1 shows our experimental results on ILP problems from MIPLIB provided by the Rice University. It also shows the results of LINDO [28] (a commercial tool) on the same set of benchmarks. FGILP was run under SPARC station 2 (28.5 MIPS) with 64 MB memory (this is also an important parameter with respect to FGILP) while LINDO was run under SPARC station 10 (101.6 MIPS). Both LINDO and FGILP produce the optimal solutions for the benchmarks.

FGILP provides users with an n-supp parameter such that if a constraint has less than n-supp supporting (dependent) variables, then it will be converted to a Boolean function; otherwise, it remains in inequality form. With this parameter, the conversion from inequalities to Boolean functions can be carried out in a divide and conquer manner.

Even if all constraints can be constructed without using excessive amounts of memory, conjoining them altogether at once may create too big an EVBDD. FGILP allows users to set another parameter c.size to control the size of EVBDDs. Only when constraints, in Boolean function forms, are smaller in size than this parameter, they are conjoined. Thus, conjoining constraints is carried out in a divide and conquer fashion.

These parameters provide two advantages. First, they provide FGILP with a space-time tradeoff capability. The more memory FGILP can have, the faster FGILP can run because of better performance of computation caching. On the other hand, users can set these parameters to control size of the program. Second, when combined with the branch and bound technique, some subproblems may be pruned before inequalities are converted to the Boolean form or constraints are conjoined together.

FGILP provides three options for the order in which constraints are conjoined together. When all constraints are conjoined together, the order of conjunction will not affect the size of final EVBDD, but it does affect sizes of the intermediate EVBDDs. It is possible that an intermediate EVBDD has size much larger the the final one. Our motivation for this ordering is to control the required memory space and save computation time. These three options are:

1. Based on the order of constraints in the input file. This provides users with direct control of the order.
2. The smallest sizes of EVBDDs are conjoined first.

3. The constraints which have the highest probability of not being satisfied are conjoined first.

The parameters used for the problems in Table 1 are summarized below:

1. Constraint conjunction order. Using the third option in problem ‘p0201’ led to much less space and computation time than the other two options. The same option led to more time in other problems due to the overhead of computing the probability of function values being 0. For consistency, results are reported for this option only.

2. EVBDD size of constraints. Without setting c.size, ‘bm23’ failed to finish and ‘stein27’ required 71.56 seconds. The timing reported in Table 1 for the above two problems were obtained by setting c.size = 8000 while others were run under no limitation of c.size. In general, this parameter has a significant impact on the run time. We believe that the correct value for c.size is dependent on the size of available memory for the machine.

3. Size of supporting variables. All problems reported here set no limitation for the size of n_supp.

As results indicate, the performance of FGILP is comparable to that of LINDO. Since ILP is an NP-complete problem, it is quite normal that one solver outperforms the other solver in some problems while performs poorly in others. LINDO could not solve ‘bm23’ benchmark.

FGILP, however, requires much more space than LINDO. As technology improves, memory is expected to become cheaper in cost and smaller in size. Increasing the available memory size will improve the speed of FGILP while will not benefit LINDO as much.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Inputs</th>
<th>Constraints</th>
<th>FGILP</th>
<th>LINDO</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>bm23</td>
<td>27</td>
<td>20</td>
<td>1509.07</td>
<td>Error</td>
<td>34</td>
</tr>
<tr>
<td>lseu</td>
<td>89</td>
<td>28</td>
<td>Unable</td>
<td>186.44</td>
<td>1120</td>
</tr>
<tr>
<td>p0033</td>
<td>33</td>
<td>16</td>
<td>2.91</td>
<td>4.31</td>
<td>3089</td>
</tr>
<tr>
<td>p0040</td>
<td>40</td>
<td>23</td>
<td>0.98</td>
<td>0.37</td>
<td>62027</td>
</tr>
<tr>
<td>p0201</td>
<td>201</td>
<td>133</td>
<td>765.48</td>
<td>529.46</td>
<td>7615</td>
</tr>
<tr>
<td>stein15</td>
<td>15</td>
<td>36</td>
<td>1.44</td>
<td>1.66</td>
<td>9</td>
</tr>
<tr>
<td>stein27</td>
<td>27</td>
<td>118</td>
<td>51.24</td>
<td>120.03</td>
<td>18</td>
</tr>
<tr>
<td>stein9</td>
<td>9</td>
<td>13</td>
<td>0.13</td>
<td>0.31</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Experimental results of ILP problems

8 Discussions

A branch and bound/implicit enumeration based ILP solver can be characterized by the way it handles search strategies, branching rules, bounding procedures and logical tests. We will discuss these parameters in turn to analyze and explore possible improvements to FGILP.
Search Strategy
Search strategy refers to the selection of next node (subproblem) to process. There are two extreme search strategies. The first one is known as breadth first which always chooses nodes with best lower bound first. This approach tends to generate less nodes. The second one is depth first which chooses a best successor of the current node, if available, otherwise backtracks to the predecessor of the current node and continues the search. This strategy requires less storage space. FGILP uses depth first. A combination of these two approaches has been reported in [13].

Branching Rule
This parameter refers to the selection of next variable to branch. Various selection criteria which have been proposed use priorities [25], penalties [11, 32], pseudo-cost [6], and integer infeasibility [3] conditions. Currently, FGILP uses the same variable ordering as the one used to create EVBDDs because it simplifies the implementation. However, this is quite restrictive. Our future work includes the incorporation of more sophisticated selection criteria into FGILP.¹

Bounding Procedure
The most important component of a branch and bound method is the bounding procedure. The better the bound, the more pruning of the search space. The most frequently used bounding procedure is to use the linear programming method. Other procedures which can generate better bounds, but are more difficult to implement include the cutting planes, Lagrangian relaxation [12, 29], and disjunctive programming [4]. The bounding procedure used in FGILP is similar to the one proposed in [1] (i.e., the additive method). In our experience, the most pruning takes place at line 3 of the code for ilp.minimize. This pruning rule however has two weak points. First, it is carried out on each constraint one at a time. Thus, it is only a ‘local’ method. Second, it can only be applied on a constraint which is in the Boolean form. The other bounding procedures described above are ‘global’ methods which are directly applicable to the inequality form. In future, we will incorporate the above methods into FGILP.

Logical Tests
It is believed that logical tests may be as important as the bounding procedure [5, 27]. In addition to partial ordering of variables, a particularly useful class of tests, when available, are those based on dominance [18, 19]. Currently, FGILP employs no logical tests. We believe that the inclusion of logical tests in FGILP will certainly improve its performance.

Despite the fact that there are many improvements which can be made to FGILP, the performance of our ILP solver, as it is now, is already comparable to that of LINDO [28] which is one of the most widely used commercial tools [27] for solving ILP problems.

In conclusion, we presented an ILP solver based on EVBDD representation called FGILP. Our approach is to combine the benefits of EVBDD data structure with the state-of-the-art ILP solving technique. The distinct features of FGILP are the capabilities of constructing and conjuncting constraints dynamically and caching the computation results on both Boolean

¹When the variable selected does not correspond to the variable ordering of EVBDD, operation cofactor (instead of child_l and child_r) should be used.
operations and optimization operations. These features give rise to efficient memory management and fast execution time. The run-time of FGILP is comparable to that of LINDO.

APPENDIX A
The following algorithm describes the function apply which takes \((c_f, f), (c_g, g)\) and \(op\) as arguments and returns \((c_h, h)\) such that \(c_h + h \equiv (c_f + f) \ op \ (c_g + g)\) where \(op\) can be any operator which is closed over the integers.

```c
apply((c_f, f), (c_g, g), op)
{
    if (terminal case((c_f, f), (c_g, g), op)) return((c_f, f) op (c_g, g));
    if (comp_table_lookup((c_f, f), (c_g, g), op, ans)) return(ans);
    if (index(f) >= index(g)) {
        \(c_{gh}, g_l\) = \(c_g + value(g), child_l(g)\);
        \(c_{gr}, g_r\) = \(c_g, child_r(g)\);
        var = variable(g);
    }
    else {
        \(c_{gh}, g_l\) = \(c_g, g_r\) = \(c_g, g\);
        var = variable(f);
    }
    if (index(f) <= index(g)) {
        \(c_{fh}, f_l\) = \(c_f + value(f), child_l(f)\);
        \(c_{fr}, f_r\) = \(c_f, child_r(f)\);
    }
    else {
        \(c_{fh}, f_l\) = \(c_f, f_r\) = \(c_f, f\);}
    \(c_{hl}, h_l\) = apply((c_{fh}, f_l), \(c_{gh}, g_l\), op);
    \(c_{hr}, h_r\) = apply((c_{fr}, f_r), \(c_{gr}, g_r\), op);
    if (\((c_{hl}, h_l) == (c_{hr}, h_r)\)) return (\((c_{hl}, h_l)\));
    h = find_or_add(var, h_l, h_r, h_l - c_{hr});
    comp_table_insert((c_f, f), (c_g, g), op, (c_hr, h));
    return ((c_{ch}, h));
}
```

Example 1. An example of apply((0, f), (0, g), +) is shown in Figure 5. Let the variable ordering be \(x_1 < x_0\). Figure 5 (a) shows the initial arguments of apply; (b) is the recursive call of apply on line 7 whose result is (c). Similarly, another call to apply on line 8 and its results are shown in (d) and (e) respectively. The final result is shown in (f) which is generated from either line 10 or 13. □
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Figure 5: Snapshots of $\text{apply}((0, f), (0, g), +)$


