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Abstract

This paper present, a technique for calculating the switching activity of a set of registers

shared by different data values based on the assumption that the joint pdf (probability density

function) of the primary input random variables is known or that a sufficiently large number

of input vectors has been given. Based on this, the register assignment problem for minimum

powerconsumption is formulated as a minimum cost cliquecoveringof an appropriately defined

compatibility graph (which is shown to be transitively orientable). The problem is then solved

optimally (in polynomial time) using a max-cost flow algorithm. Experimental results confirm

the viability and usefulness of the approach in minimizing power consumption during the

register assignment phase of the behavioral synthesis.
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Chapter 1

Introduction

One driving factor behind the push for low power design is the growing class of personal

computing devices as well as wireless communications and imaging systems that demand high

speed computations and complexfunctionalities with low powerconsumption. Another driving

factor is that excessive power consumption is becoming the limiting factor in integrating more

transistors on a single chip or on a multiple-chip module. Unless power consumption is dra

matically reduced, the resulting heat will limit the feasible packing and performance of VLSI

circuits and systems.

The behavioral synthesis process consists of three phases: allocation, assignment and

scheduling. These processes determine how many instances of each resource are needed (allo

cation), on what resource a computational operation will be performed (assignment) and when

it will be executed (scheduling). Traditionally, behavioral synthesis attempts to minimize the

number of resources to perform a task in a given time or tries to minimize the execution time

for a given set of resources.

It is now necessary to develop behavioral synthesis techniques that also account for power

dissipation in the circuit. This extends the two-dimensional optimization problem to a third

dimension. The three phases of the behavioral synthesis process must be thus modified to

produce low power circuits. Unfortunately, power dissipation is a strong function of signal
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statistics and correlations, and hence is non-deterministic. Automatic techniques that minimize

the switching activity on globally shared busses and register files, that select low power macros

that satisfy the timing constraints, that schedule operations to minimize the switching activity

from one cycle step to next, etc. must be developed. This paper considers register assignment

for low power.

Most of the high-level synthesis systems perform scheduling of the control and data flow

graph (CDFG) before allocation of the registers and modules and synthesis of the intercon

nect, such as REAL[Kurd87], Facet[TsenS6], EMUCS[IIiThS3], as this approach provides tim

ing information for the allocation and assignment tasks. Other systems perform the resource

allocation and binding before scheduling, in order to provide more precise timing information

available during the scheduling [KuDM90]. Either approach has its own advantages and dis

advantages. The present work assumes that the scheduling of the CDFG has been done, and

performs the register allocation before the allocation of modules and interconnection.

During the register allocation and assignment, data values (arcs in the data flow graph)

can share the same physical register if their life times do not overlap. In the past, researchers

have proposed various ways to reduce the total number of the registers used. The existing

approaches include rule-based [GoosSS], greedy or iterative [KuPa90a], branch and bound

[PaGa87], linear programming [BaMa90], and graph theoretic, as in the Facet system [TsSi86],

the HAL system [PaKnS9a] and the EASY system [Stok91] (see [DeMi94] or [PUPe] for more

details).

Power consumption of well designed register sets depends mainly on the total switching

activity of the registers. In many applications, the data streams which are input to the circuit

have certain probability distributions. Various ways of sharing registers among different data

values thus produces different switching activities in these registers. This work presents a

novel way of calculating this switching activity based on the assumption that the joint pdf

(probability density function) of primary input random variables is known or a sufficiently large






































































