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Abstract

In this paper, we propose a heuristic for code partitioning for Distributed Memory Multiprocessors (DMMs). Our method is data-flow based where all levels of parallelism are exploited. Given a weighted Directed Acyclic Graph (DAG) representation of the program, our partitioning algorithm automatically determines the granularity of parallelism by partitioning the graph into tasks to be scheduled on the DMM. The granularity of parallelism depends only on the program to be executed and on the target machine parameters. The output of our algorithm is passed on as input to the scheduling phase. Finding an optimal solution to this problem is NP-complete. Due to the high cost of graph algorithms, it is nearly impossible to come up with close to optimal solutions that do not have very high cost (higher order polynomial). Therefore, we propose a heuristic that gives good performance and that has relatively low cost.

1 Introduction

Programming DMMs has been a very difficult and complicated problem. High-level programming abstractions for these machines are almost non-existent, leaving the programmers the task of explicitly programming these architectures using machine-dependent, low-level abstractions. This approach is error-prone and forces the programmer to deal with many details outside of the application domain. More precisely, the programmer has to deal with all parallel processing tasks required to program the parallel machine. These tasks include explicit partitioning of the program into parallel tasks, scheduling these tasks on the Processing Elements (PEs), synchronization, and explicit distribution of data among the PEs.
and insertion of the appropriate message passing calls needed to exchange data from one remote memory to another.

Much effort is being done to make the parallel processing tasks mentioned above be done automatically by the compiler of the parallel machine. This way, the user does not have to know the details of the architecture of the machine. His/her main concern is the specification of the algorithm for solving the problem. Two of the main phases of the compiler are the code partitioning and scheduling phases. Many solutions have been proposed regarding the scheduling phase. However, very little or almost nothing has been done regarding the code partitioning phase. Most existing work regarding the partitioning problem falls into 2 classes. In the first class, researchers consider a specific application and try to come up with an efficient partitioning scheme for that application (i.e. no automatic partitioning). For an example of that, refer to [6]. In the second class, researchers come up with a general solution (automatic partitioning) that is too simple and therefore not efficient (e.g. exploit only one kind of parallelism level). For examples of such research, refer to [3, 4, 5, 8, 9, 10, 11].

Our research deals with the code partitioning phase of the compiler. We propose a data-flow based partitioning method where all levels of parallelism are exploited. Given a Directed Acyclic Graph (DAG) representation of the program, we propose a procedure that automatically determines the granularity of parallelism by partitioning the graph into tasks to be scheduled on the DMM. The granularity of parallelism depends only on the program to be executed and on the target machine parameters. The output of our algorithm is passed on as input to the scheduling phase. Finding an optimal solution to this problem is NP-complete. Due to the high cost of graph algorithms, it is nearly impossible to come up with close to optimal solutions that do not have very high cost (higher order polynomial). Therefore, we propose a heuristic that gives good performance and that has relatively low cost.

The rest of the paper is organized as follows. In section 2, we define the partitioning problem. In section 3, we talk about the task merging process. In section 4, we do some analysis of the task graph in order to come up with some criteria to choose pairs of tasks to be merged. In section 5, we describe our partitioning heuristic. Section 6 deals with the performance of our partitioning algorithm using some regular DAGs. Finally, concluding remarks and future research are the topic of section 7.

2 Defining the Partitioning Problem

2.1 Assumptions

- We assume that we have a weighted and flat (non-hierarchical) DAG representation of the program. The nodes represent instructions (primitive or compound statements), and the edges represent data movement.

- All inputs of the DAG are assumed to be ready when program starts execution.

- The target DMM is assumed to have point to point communication links (no busses).
• Convexity Constraint: A task receives all inputs before starting execution, then it executes to completion without interruption (i.e. no partial task execution).
For this not to cause any deadlock situations, we have to make sure that the task graph is acyclic at all times.

2.2 Definitions

Partition: Given a multiprocessor $M$ and a program graph $g$ to be executed on $M$, a partition of $g$ is a set $\Pi = \{\tau_1, \tau_2, \ldots, \tau_n\}$, where each $\tau_i$ is a non-empty set consisting of nodes of $g$ that have to be executed on the same PE, and where all the $\tau_i$'s are disjoint, and their union forms all the nodes in $g$. Each set $\tau_i$ is called a task.

Trivial Partition: It is the partition for which each task $\tau_i$ is a singleton set (i.e. this is the partition that puts each node in a single task).

Input and Output Nodes: Given a DAG $g$, an input (entry) node in $g$ is any node for which an input edge carries an input data, and an output (exit) node in $g$ is any node for which an output edge carries an output data. There is no predecessor node to an input node and there is no successor node to an output node. Input nodes are also called root nodes, and output nodes are also called leaf nodes.

Execution Path: Given a DAG $g$, an execution path of $g$ is any path from an input node to an output node.

Critical Path: Given a DAG $g$, a critical path of $g$ is any longest execution path in $g$. The critical path length of $g$ (CPL) is the length of a critical path of $g$.

Independent Nodes: Given a DAG, two nodes are dependent if and only if there is a path between them. Otherwise they are independent.

Independent and Dependent Sets: Consider a DAG $g$. An independent set is a set of nodes in $g$ in which each pair of nodes are independent (i.e. all nodes are pairwise independent). A dependent set is a set of nodes in $g$ in which each pair of nodes are dependent (i.e. all nodes are pairwise dependent).

Task Graph: We define the task dependency graph (or task graph for short) of a partition to be the directed graph whose nodes are the tasks in the partition, and where the arcs between nodes represent the data dependency between tasks (i.e. there is an edge from task $\tau_i$ to task $\tau_j$ if and only if data has to be transmitted from $\tau_i$ to $\tau_j$).
2.3 Problem Statement

Sarkar [8, 9, 10] defines the partitioning problem as follows:
Find the optimal partition\(^1\) \(\Pi_\infty\), assuming that the DMM satisfies the following 2 properties:

1. Infinite number of PEs.
2. Minimum non-zero communication overhead\(^2\) between the PEs.

Why \(\Pi_\infty\)\

Consider a task \(\tau_i\) in \(\Pi_\infty\). Let \(\tau_i = \{a_1, a_2, \ldots, a_n\}\), where the \(a_j\)'s are actors in the input graph. Since under the ideal case of infinite number of PEs and minimum non-zero communication overhead actors \(a_1, a_2, \ldots, a_n\) belong to the same task, then under the realistic case of finite number of PEs and actual communication overhead they have to belong to the same task as well. Hence all the actors that belong to the same task in \(\Pi_\infty\) belong to the same task in the optimal partition for the realistic case. Therefore, by doing some further merging of the tasks in \(\Pi_\infty\), we can obtain the optimal partition for the realistic case. If our scheduling algorithm is optimal, then the tasks that should be merged together will be assigned to the same PE. In our approach, \(\Pi_\infty\) is passed as the input to the scheduling phase, and we rely on the scheduling algorithm to assign the tasks that should be merged together to the same PE.

Overall Procedure

- Start with the trivial partition.
- Perform a sequence of partitioning refinements.
- At each step, the algorithm tries to improve on the previous partition by choosing a pair of tasks to be merged using some heuristic\(^3\).
  We record PARTIME corresponding to the new partition.
- Stop when the singleton partition is reached.
- Choose partition with lowest PARTIME.

\(^1\)The optimal partition is the one that results into minimal parallel execution time PARTIME.
\(^2\)Here we assume that the communication overhead between any 2 processors is minimal. In other words, we assume that the distance between any two processors is one hop (i.e. all processors are directly linked with one another). Also, we assume that the total communication load in the multiprocessor network is always negligible and does not affect the communication time between processors, and therefore we can ignore it.
\(^3\)Merging 2 tasks \(\tau_i\) and \(\tau_j\) means replacing them by a new task \(\tau_k\) which contains all the actors in \(\tau_i\) and \(\tau_j\): \(\tau_k = \tau_i \cup \tau_j\).
Equivalent Problem Statement

At each step of the algorithm, we assume that each task of the current partition is mapped to a separate PE. Also, we assume that all inputs of the program graph are ready before the program starts execution. Therefore, we can estimate the Parallel Execution Time (PARTIME) to the CPL of the task graph of the current partition. Hence, the optimal partition is the one for which the corresponding task graph has the shortest CPL among all partitions. The task graph corresponding to the optimal partition is called optimal task graph.

A Note on Scheduling

Note that we distinguish between the partitioning and the scheduling problems. We define the scheduling problem to be the assignment of the tasks in the partition obtained from the partitioning phase to the available processors so as to minimize PARTIME. Hence, for each task, we have to decide on when and where (on which processor) to execute the task. Clearly, for the tasks that are assigned to the same processor, we have to decide on the order of execution of these tasks. The output of our partitioning analysis is therefore the input to the scheduling phase.

A Comparison with DSC

The scheduling problem as defined by Tao Yang [2, 12, 13] (a sequence of task clustering) has some similarities with the way we define the partitioning problem (a sequence of task merging). Mainly both assume the availability of an infinite number of PEs and non-zero communication overhead between PEs. As a consequence, both problems use the CPL of the task graph as the parallel execution time.

However, there is a major difference, since merging tasks involves changes in the task graph\(^4\) whereas task clustering doesn’t\(^5\).

Because of this, there is a major difference in the effect of task merging and task clustering on the length of execution paths and as a consequence on the CPL of the task graph.

Task Merging

Task merging could increase the CPL of the task graph. As an example, consider the task graph in figure 1. Before the merger, the critical path is \((n_4, n_5)\) and the CPL is 15. After the merger, both execution paths \((n_1, n_3, n_5)\) and \((n_2, n_3, n_5)\) increase in length by 4. The CPL increases to 18. This is a side effect of the merger.

\(^4\)When two tasks are merged, they are replaced by a new task and some edges are replaced by new ones.

\(^5\)Clustering simply means that all tasks in the same cluster are executed in the same PE. The only change in the task graph is the addition of pseudo-edges between independent tasks in the same cluster to impose an execution order in the PE. Also all weights of edges between tasks in the same cluster are zeroed.
Figure 1: Example of task merging

Figure 2: Example of task clustering
Task Clustering

Task clustering rarely causes the CPL of the task graph to increase. As an example, consider the task graph in figure 2. Before the merger, the critical path is \((n_4, n_5)\) and the CPL is 15. After \(n_4\) and \(n_5\) are put in the same cluster, the execution paths \((n_1, n_3, n_5)\) and \((n_2, n_3, n_5)\) are not affected\(^6\). The CPL decreases to 14.

Consequence

Because of the side effect caused by task merging, reducing the CPL using task merging is much harder than using task clustering. This makes the partitioning problem (as defined in this work) much harder than the scheduling problem (as defined by Tao Yang).

The Algorithm

An informal description of the algorithm for the code partitioning follows:

ALGORITHM PartitionGraph
BEGIN
Partition := Trivial_Partition /* Start with the trivial partition.
PARTIME := CPL of current task graph /* Parallel Execution Time
          /* corresponding to current
          /* partition.
best_partition := Partition /* Best partition found so far.
best_time := PARTIME /* Best parallel execution time found so far.
WHILE |partition| >= 2 DO
  BEGIN /* Perform a merging iteration.
    Partition := Merge(H) /* Choose a pair of tasks to be merged
    /* using Heuristic H, and merge them.
    /* Partition = partition after merger.
    PARTIME := CPL of new task graph
    IF (PARTIME < best_time)
      THEN
        BEGIN
          best_partition := Partition
          best_time := PARTIME
        END
  END
END

At the end of the execution of the algorithm, variable best-partition is the partition chosen by the algorithm, and variable best-time is its corresponding PARTIME.

\(^6\)The only case when execution paths could increase in length is when pseudo-edges are added.
3 Task Merging

\textsc{PARTIME} := Parallel execution time of the program on the DMM.
\textsc{PARTIME} = \textit{T}_c + \textit{T}_o, where
\textit{T}_c := \text{Computation Time Component},
\textit{T}_o := \text{Overhead Component (communication overhead only, no scheduling overhead)}.

There is a trade-off between computation component and overhead component. The more parallelism we exploit, the smaller \textit{T}_c and the larger \textit{T}_o will be, and vice versa.
In general, when we merge tasks, \textit{T}_c increases (loss in parallelism and more sequentialization) and \textit{T}_o decreases (reduction in communication overhead).

A Merging Rule

The idea behind merging tasks is to reduce the communication cost. However as a side effect, we lose in the amount of parallelism available in the task graph. If the 2 tasks merged are independent, then there is no reduction in communication overhead and there is loss in parallelism. Therefore, there is no gain and possible loss in doing so. If on the other hand the two tasks merged are connected by an edge, then there is reduction in communication overhead and possible loss in parallelism. Thus, there is possible gain in doing so. Hence, the rule is to \textit{merge only pairs of tasks connected by an edge}.

3.1 Merging Procedure

Initially, each actor in the input graph is put in a separate task. Therefore, the task graph has one node for each actor in the input graph. The edges in the task graph are determined by the edges between the actors in the input DAG.

Each time 2 nodes \( n_1 \) and \( n_2 \) in the task graph connected by an edge \((n_1, n_2)\), are merged into a node \( n_{1,2} \), we do the following:

- Nodes \( n_1 \) and \( n_2 \) are replaced by node \( n_{1,2} \).
- Edge \((n_1, n_2)\) is deleted.
- Any edge going from \( n_1 \) to any other node \( n_i \) (\( i \neq 2 \)) is replaced by an edge going from \( n_{1,2} \) to \( n_i \), and any edge going from \( n_i \) to \( n_1 \) is replaced by an edge going from \( n_i \) to \( n_{1,2} \).
- Any edge going from \( n_2 \) to any other node \( n_i \) (\( i \neq 1 \)) is replaced by an edge going from \( n_{1,2} \) to \( n_i \), and any edge going from \( n_i \) to \( n_2 \) is replaced by an edge going from \( n_i \) to \( n_{1,2} \).
- If there is an edge from \( n_1 \) to \( n_i \) and an edge from \( n_2 \) to \( n_i \) (\( i \neq 1 \) and \( i \neq 2 \)), then edges \((n_1, n_i)\) and \((n_2, n_i)\) are replaced by one edge \((n_{1,2}, n_i)\).
If there is an edge from \( n_i \) to \( n_1 \) and an edge from \( n_i \) to \( n_2 \) (\( i \neq 1 \) and \( i \neq 2 \)), then edges \((n_i, n_1)\) and \((n_i, n_2)\) are replaced by one edge \((n_i, n_{1,2})\).

Merging an Edge in the Task Graph

Let \( e = (n_1, n_2) \) be an edge in the task graph. Merging the edge \( e \) means merging tasks \( n_1 \) and \( n_2 \) together.

3.2 Notations and Definitions

Given a task graph \( g \). Let \( n \) be a node in \( g \). Let \( e = (n_1, n_2) \) be an edge in \( g \) connecting 2 nodes \( n_1 \) and \( n_2 \). Let \( p \) be a path in \( g \).

\[ \text{comp}(n) := \text{Cost of computation in node } n. \]
\[ \text{data}(e) := \text{Amount of data communicated along edge } e \text{ during 1 execution of the program}. \]
\[ \text{data}(n_i, n_j) := 0, \text{if there is no edge } (n_i, n_j). \]
\[ \text{comm}(e) := \text{Cost of communicating data on edge } e \text{ during 1 execution of the program}. \]
\[ \text{comp}(e) := \text{comp}(n_1) + \text{comp}(n_2). \]
\[ L(p) := \text{Length of path } p, L(p) = \sum_{e \in p} \text{comp}(n) + \sum_{e \in p} \text{comm}(e). \]
\[ L_b(p) := \text{Length of path } p \text{ before the merger}, L_a(p) := \text{Length of path } p \text{ after the merger}. \]
\( \text{CPL}_b \) and \( \text{CPL}_a \) are defined to be the CPL of the task graph before and after the merger respectively.

Consider two PEs \( PE_1 \) and \( PE_2 \) belonging to the DMM. Let \( f_c \) be the cost to communicate a message from \( PE_1 \) to \( PE_2 \). \( f_c \) is a function of the message size \( s \) only, because of the characteristics of our DMM.

\[ f_c(s) := \text{Cost to communicate a message of size } s \text{ from } PE_1 \text{ to } PE_2. \]
\( f_c(s) \) has 2 components: a message start-up component \( T_{\text{start}} \) and a delay component \( \text{delay}(s) \).

\[ f_c(s) = T_{\text{start}} + \text{delay}(s). \]
\( \text{delay}(s) \) is proportional to \( s \). Since the message start-up component is a constant and does not depend on the message size, then \( f_c(s_1 + s_2) \neq f_c(s_1) + f_c(s_2) \), i.e. \( f_c(s) \) is not proportional to \( s \).

\[ f_c(s_1 + s_2) = T_{\text{start}} + \text{delay}(s_1 + s_2) = T_{\text{start}} + \text{delay}(s_1) + \text{delay}(s_2). \]

Hence, \( f_c(s_1 + s_2) = f_c(s_1) + f_c(s_2) \).

We define \( \text{delay}(s) := 0, \text{if } s = 0. \)

\[ \text{comm}(e) = T_{\text{start}} + \text{delay(data}(e)). \]

3.3 Updating Task Graph Weights as a Result of the Merger

Consider 2 nodes \( n_1 \) and \( n_2 \) in the task graph connected by an edge \((n_1, n_2)\) and merged into a node \( n_{1,2} \).
3.3.1 Node Weights

\[ \text{comp}(n_{1,2}) = \text{comp}(n_1) + \text{comp}(n_2). \]

Here we assume that all PEs are simple and are not capable of doing parallel computations\(^7\).

3.3.2 Edge Weights

1. If an edge \( e' \) replaces one edge \( e \):
   \[ \text{data}(e') = \text{data}(e). \]

2. If an edge \( e' \) replaces two edges \( e_1 \) and \( e_2 \):
   \[ \text{data}(e') = \text{data}(e_1) + \text{data}(e_2). \]
   Since all messages inside a task that have the same destination task are combined together into a bigger message then:
   \[ \text{comm}(e') \neq \text{comm}(e_1) + \text{comm}(e_2). \]
   \[ \text{comm}(e') = T_{\text{start}} + \text{delay}(\text{data}(e_1)) + \text{delay}(\text{data}(e_2)). \]
   \[ \text{comm}(e') = \text{comm}(e_1) + \text{delay}(\text{data}(e_2)). \]
   \[ \text{comm}(e') = \text{comm}(e_2) + \text{delay}(\text{data}(e_1)). \]

3.4 Creation of Cycles as a Result of Task Merging

Since we assume that our execution model obeys the Convexity Constraint, the task graph should be acyclic at all times, so that we guarantee that no deadlock situation occurs. Initially the task graph is acyclic since the program graph is acyclic. When we merge tasks, we have to make sure that no cycles are created as a result of the merger.

**Theorem:** Given an acyclic task graph, consider 2 nodes \( n_1 \) and \( n_2 \) in the graph, connected by an edge \( (n_1, n_2) \) and merged into a node \( n_{1,2} \). A cycle is created after the merger if and only if there exists a path from \( n_1 \) to \( n_2 \) other than \( (n_1, n_2) \) before the merger.

**Proof**

1. There exists a path from \( n_1 \) to \( n_2 \) other than \( (n_1, n_2) \) before the merger
   \[ \implies \]
   A cycle is created after the merger:
   The proof of this is quite obvious. Refer to figure 3.

2. A cycle is created after the merger
   \[ \implies \]
   There exists a path from \( n_1 \) to \( n_2 \) other than \( (n_1, n_2) \) before the merger:
   For a cycle to be introduced, a newly created edge has to have created it. Since any new edge is connected to \( n_{1,2} \), then any created cycle contains the node \( n_{1,2} \) (see figure

\(^7\)Even simple computations are done sequentially.
4-a).
Before the merger, the portion of the graph in figure 4-a used to be the one shown in figure 4-b.
We cannot have edges going from both nodes $n_1$ and $n_2$ to $n_a$, because that would create a cycle, and we no that the graph is acyclic before the merger.
Also we cannot have edges going from $n_b$ to both nodes $n_1$ and $n_2$, because that would also create a cycle.
Assume that we have an edge from $n_1$ to $n_a$. Then we cannot have an edge from $n_b$ to $n_1$ because that would create a cycle. Therefore, we can only have an edge from $n_b$ to $n_2$ (see figure 4-c).
Assume that we have an edge from $n_2$ to $n_a$. Then having an edge from $n_b$ to $n_1$ or an edge from $n_b$ to $n_2$ would create a cycle. Hence we cannot have an edge from $n_2$ to $n_a$.
In conclusion, the only possibility is the one shown in figure 4-c.

Another Merging Rule
If there is a path from $n_1$ to $n_2$ in the task graph other than $(n_1, n_2)$, then nodes $n_1$ and $n_2$ should not be merged, otherwise we create a cycle in the graph. Keeping the task graph free of cycles guarantees that no deadlock situation occurs because of the convexity constraint.
Figure 4: Cycle creation
4 Some Analysis

In this section, we do some analysis of the task graph in order to determine some criteria used by our heuristic for choosing the edge to be merged.

4.1 Parallelism Loss Due to Task Merging

In this section, we study the effect of task merging on the available parallelism in the task graph.

Clearly, given a task graph, there could be loss in parallelism when two nodes connected by an edge are merged.

4.1.1 Definitions

Parallel Set of a Node: Given a node \( n \) in a DAG \( g \), the Parallel Set of \( n \) is
\[
\text{ParSet}(n) := \{n' \in g / n \text{ and } n' \text{ are independent}\}.
\]
These are the nodes that can be executed in parallel\(^8\) with \( n \).

Dependent Set of a Node: Given a node \( n \) in a DAG \( g \), the dependent set of \( n \) is
\[
\text{DepSet}(n) := \{n' \in g / n \text{ and } n' \text{ are dependent}\}.
\]

4.1.2 Defining Parallelism

Parallelism with respect to a Node: Given a node \( n \) in a DAG \( g \), we define the Parallelism with respect to \( n \) to be \( |\text{ParSet}(n)|^9 \).

Parallelism Loss with respect to a Node: Given a node \( n \) in a DAG \( g \), we say that there is parallelism loss with respect to \( n \) as a result of merging nodes if and only if the parallelism with respect to \( n \) after the merger is strictly smaller than the parallelism with respect to \( n \) before the merger.

Condition for Parallelism Loss

Consider two nodes \( n_1 \) and \( n_2 \) in the task graph, connected by an edge \( (n_1, n_2) \) and merged into a node \( n_{1,2} \). We say that some parallelism is lost in the task graph as a result of the merger if and only if some parallelism is lost with respect to \( n_1 \) or \( n_2 \). Thus if we guarantee that no parallelism is lost with respect to \( n_1 \) and no parallelism is lost with respect to \( n_2 \), then we guarantee that no parallelism is lost in the task graph as a result of the merger.

\( \text{ParSet}(n_1) \) represents all nodes which can be executed in parallel with \( n_1 \) before the merger. Any node belonging to \( \text{DepSet}(n_2) \) cannot be executed in parallel with \( n_1 \) after

---

\(^8^\)\( n \) may not be executed in parallel with all nodes in \( \text{ParSet}(n) \) simultaneously, since \( \text{ParSet}(n) \) is not necessarily an independent set.

\(^9^\)Given a set \( S \), \( |S| \) is the number of elements in \( S \).
the merger. Therefore, the set ParSet(n_1) \cap DepSet(n_2) represents all nodes which could execute in parallel with n_1 before the merger, and no longer can be executed in parallel with n_1 after the merger.

Hence:

1. Some parallelism will be lost with respect to n_1 as a result of the merger if and only if ParSet(n_1) \cap DepSet(n_2) \neq \emptyset.

2. Some parallelism will be lost with respect to n_2 as a result of the merger if and only if ParSet(n_2) \cap DepSet(n_1) \neq \emptyset.

The same analysis can be applied to node n_2.

**Amount of Parallelism Lost**

Consider 2 nodes n_1 and n_2 in the task graph, connected by an edge (n_1, n_2) and merged into a node n_1,n_2.

1. The amount of parallelism lost (if any) with respect to n_1 as a result of the merger is |ParSet(n_1) \cap DepSet(n_2)|.

2. The amount of parallelism lost (if any) with respect to n_2 as a result of the merger is |ParSet(n_2) \cap DepSet(n_1)|.

The amount of parallelism lost in the task graph as a result of the merger is defined to be the sum of the amount of parallelism lost with respect to n_1 and the amount of parallelism lost with respect to n_2.

**Theorem**

Let g be a task graph. Let n_1 and n_2 be 2 nodes in g connected by an edge e = (n_1, n_2).
Let S_1 := DepSet(n_1) - \{n_2\}.
Let S_2 := DepSet(n_2) - \{n_1\}.
ParSet(n_1) \cap DepSet(n_2) = \emptyset AND ParSet(n_2) \cap DepSet(n_1) = \emptyset
\iff
ParSet(n_1) = ParSet(n_2)
\iff
S_1 = S_2.

**Proof**

1. Assume that: ParSet(n_1) \cap DepSet(n_2) = \emptyset AND ParSet(n_2) \cap DepSet(n_1) = \emptyset.
(a) \( \text{ParSet}(n_1) \cap \text{DepSet}(n_2) = \emptyset: \)
\[
\text{DepSet}(n_2) = \{n_1\} \cup S_2.
\]
\[\forall n \in S_2, n \notin \text{ParSet}(n_1) \Rightarrow \forall n \in S_2, n \notin \text{DepSet}(n_1) \quad \text{(since } n \neq n_1) \Rightarrow \forall n \in S_2, n \in S_1 \quad \text{(since } n \neq n_2) \Rightarrow S_2 \subseteq S_1 \quad \text{(1)} \]
\[\forall n \in \text{ParSet}(n_1), n \notin \text{DepSet}(n_2) \Rightarrow \forall n \in \text{ParSet}(n_1), n \in \text{ParSet}(n_2) \quad \text{(since } n \neq n_2) \Rightarrow \text{ParSet}(n_1) \subseteq \text{ParSet}(n_2) \quad \text{(2)} \]

(b) \( \text{ParSet}(n_2) \cap \text{DepSet}(n_1) = \emptyset: \)
\[\text{DepSet}(n_1) = \{n_2\} \cup S_1.\]
\[\forall n \in S_1, n \notin \text{ParSet}(n_2) \Rightarrow \forall n \in S_1, n \notin \text{DepSet}(n_2) \quad \text{(since } n \neq n_2) \Rightarrow \forall n \in S_1, n \in S_2 \quad \text{(since } n \neq n_1) \Rightarrow S_1 \subseteq S_2 \quad \text{(3)} \]
\[\forall n \in \text{ParSet}(n_2), n \notin \text{DepSet}(n_1) \Rightarrow \forall n \in \text{ParSet}(n_2), n \in \text{ParSet}(n_1) \quad \text{(since } n \neq n_1) \Rightarrow \text{ParSet}(n_2) \subseteq \text{ParSet}(n_1) \quad \text{(4)} \]

(1) AND (3) \( \Rightarrow \) \( S_1 = S_2. \)

(2) AND (4) \( \Rightarrow \) \( \text{ParSet}(n_1) = \text{ParSet}(n_2). \)

2. Assume that:
\( \text{ParSet}(n_1) = \text{ParSet}(n_2). \)
\[\forall n \in \text{DepSet}(n_2), n \notin \text{ParSet}(n_2) \Rightarrow \forall n \in \text{DepSet}(n_2), n \notin \text{ParSet}(n_1) \Rightarrow \text{ParSet}(n_1) \cap \text{DepSet}(n_2) = \emptyset \quad \text{(5)} \]
\[\forall n \in \text{DepSet}(n_1), n \notin \text{ParSet}(n_1) \Rightarrow \forall n \in \text{DepSet}(n_1), n \notin \text{ParSet}(n_2) \Rightarrow \text{ParSet}(n_2) \cap \text{DepSet}(n_1) = \emptyset \quad \text{(6)} \]

(5) AND (6) \( \Rightarrow \) \( S_1 = S_2. \)

3. Assume that:
\( S_1 = S_2. \)
\[\forall n \in \text{ParSet}(n_1), n \notin \text{DepSet}(n_1) \Rightarrow \forall n \in \text{ParSet}(n_1), n \notin S_1 \Rightarrow \forall n \in \text{ParSet}(n_1), n \notin S_2 \Rightarrow \forall n \in \text{ParSet}(n_1), n \notin \text{DepSet}(n_2) \quad \text{(since } n \neq n_1) \Rightarrow \forall n \in \text{ParSet}(n_1), n \in \text{ParSet}(n_2) \quad \text{(since } n \neq n_2) \Rightarrow \text{ParSet}(n_1) \subseteq \text{ParSet}(n_2) \quad \text{(7)} \]
\[\forall n \in \text{ParSet}(n_2), n \notin \text{DepSet}(n_2) \Rightarrow \forall n \in \text{ParSet}(n_2), n \notin S_2 \Rightarrow \]
\( \forall n \in \text{ParSet}(n_2), \ n \not\in S_1 \Rightarrow \)
\( \forall n \in \text{ParSet}(n_2), \ n \not\in \text{DepSet}(n_1) \) (since \( n \neq n_2 \)) \Rightarrow
\( \forall n \in \text{ParSet}(n_2), \ n \in \text{ParSet}(n_1) \) (since \( n \neq n_1 \)) \Rightarrow
\( \text{ParSet}(n_2) \subseteq \text{ParSet}(n_1) \) \( (8) \)
\( (7) \) AND \( (8) \) \( \Rightarrow \) \( \text{ParSet}(n_1) = \text{ParSet}(n_2) \).

**Corollary**

Let \( g \) be a task graph. Let \( n_1 \) and \( n_2 \) be 2 nodes in \( g \) connected by an edge \( e = (n_1, n_2) \).
No parallelism is lost in the task graph as a result of the merger
\[ \iff \text{ParSet}(n_1) = \text{ParSet}(n_2). \]

**Proof**

No parallelism is lost as a result of the merger if and only if no parallelism is lost with respect to \( n_1 \) and no parallelism is lost with respect to \( n_2 \).
This is true if and only if
\( \text{ParSet}(n_1) \cap \text{DepSet}(n_2) = \emptyset \) AND \( \text{ParSet}(n_2) \cap \text{DepSet}(n_1) = \emptyset \).
From the above theorem, that is true if and only if
\( \text{ParSet}(n_1) = \text{ParSet}(n_2) \).

### 4.2 Effect of Task Merging on CPL

#### 4.2.1 Problem Statement

In all what follows, we assume that 2 nodes \( n_1 \) and \( n_2 \) in the task graph connected by an edge \( e = (n_1, n_2) \), are merged into a node \( n_{1,2} \).
Let \( p_c = P_{\text{crit}} \) of task graph before the merger.
\( l_b := \text{length of } P_{\text{crit}} \) of task graph before the merger.
\( l_b = L_b(p_c) \).
\( CPL_b := l_b \).
\( l_a := \text{length of } P_{\text{crit}} \) of task graph after the merger.

#### 4.2.2 Effect on Path Length

Let \( p \) be any path in the task graph.
We have 3 possibilities:
1. None of the two nodes merged belongs to \( p \).
2. Only one of the two nodes merged belongs to \( p \).
3. Both nodes merged belong to \( p \): \( e \in p \).
   To see why this is true, assume that \( e \not\in p \).
   \( \Rightarrow \) there are two possibilities:
(a) There is a path from \( n_1 \) to \( n_2 \) other than \( (n_1, n_2) \).
   \[ \Rightarrow \] After a merger, a cycle will be created.
   Therefore \( n_1 \) and \( n_2 \) cannot be merged together.

(b) There is a path from \( n_2 \) to \( n_1 \).
   \[ \Rightarrow \] There is a cycle before the merger, because of edge \( (n_1, n_2) \), which is not possible since we have a DAG.

The length of \( p \) is affected by the merger if and only if at least one of the following conditions is true:

1. A node in \( p \) is replaced by another node that has more computations (this is the case when only one of the 2 merged nodes belongs to \( p \)).
   Assuming that \( n_1 \in p \),
   \( L(p) \) is increased by \( \text{comp}(n_2) \).

2. An edge in \( p \) is deleted (this is the case when \( e \in p \)).
   \( L(p) \) is reduced by \( \text{comm}(e) \).

3. An edge in \( p \) is replaced by another edge which carries more data (this is the case when two edges \( e_1 \) and \( e_2 \) are replaced by one edge \( e' \), and either \( e_1 \) or \( e_2 \) belongs to \( p \)).
   Assume \( e_1 \in p \), then
   \( L(p) \) is increased by \( \text{delay}(\text{data}(e_2)) \).

There are 3 cases:

Case 1 None of the two nodes merged belongs to \( p \):
\[ L_a(p) = L_b(p). \]

Case 2 Only one of the two nodes merged (say it is \( n_1 \)) belongs to \( p \):
   Let \( n_p \) be the predecessor of \( n_1 \) in \( p \) (if any).
   Let \( n_s \) be the successor of \( n_1 \) in \( p \) (if any).
   \( L_a(p) = L_b(p) + \text{comp}(n_2) + \text{delay}(\text{data}(n_p, n_2)) + \text{delay}(\text{data}(n_2, n_s)). \)
   Note that if \( (n_p, n_2) \) and \( (n_2, n_s) \) don't exist (or if \( n_p \) and \( n_s \) don't exist), then
   \( L_a(p) = L_b(p) + \text{comp}(n_2). \)

This increase in length of \( p \) represents a loss in parallelism and increase in sequentialization by the amount \( \text{comp}(n_2) + \text{delay}(\text{data}(n_p, n_2)) + \text{delay}(\text{data}(n_2, n_s)) \) relative to path \( p \).

The terms involving the \( \text{delay} \) function are due to the fact that some inter-PE communication has to be sequentialized and are a result of the merger. For instance, the increase by the amount \( \text{delay}(\text{data}(n_p, n_2)) \) is due to the fact that before the merger, \( n_p \) used to send the data on edges \( (n_p, n_1) \) and \( (n_p, n_2) \) to separate virtual PEs in parallel. After the merger, the data on these 2 edges is combined and sent to the same virtual PE. Clearly this takes more time.
In conclusion, we could have an increase in the CPL, and as a consequence the parallel execution time could increase.

Case 3 Both nodes merged belong to $p$:

Let $n_p$ be the predecessor of $n_1$ in $p$ (if any).
Let $n_s$ be the successor of $n_2$ in $p$ (if any).

$$L_a(p) = L_b(p) - \text{comm}(e) + \text{delay}(\text{data}(n_p,n_2)) + \text{delay}(\text{data}(n_1,n_s)).$$

Note that if $(n_p, n_2)$ and $(n_1, n_s)$ don't exist (or if $n_p$ and $n_s$ don't exist), then

$$L_a(p) = L_b(p) - \text{comm}(e).$$

This decrease in the length of $p$ represents a reduction in communication overhead by the amount $x = \text{comm}(e) - \text{delay}(\text{data}(n_p,n_2)) - \text{delay}(\text{data}(n_1,n_s))$ relative to path $p$ (assuming that $x > 0$, which is true for most cases).

Again, the terms involving the $\text{delay}$ function are due to the fact that some inter-PE communication has to be sequentialized are a result of the merger.

4.2.3 Merging an Edge Belonging to the Critical Path

In what follows, we omit the terms involving the function $\text{delay}$ in the expressions giving the length of a path after merging two nodes, in terms of its length before the merger.

Let’s assume that $e \in P_{crit}$ of task graph.

Thus, $L_a(p_c) = l_b - \text{comm}(e)$.

Effect on Execution Paths

Clearly for any execution path $p$ in the task graph, $L_b(p) \leq l_b$, since $l_b$ is the CPL before the merger.

1. Any execution path $p$ that doesn’t go through any of the 2 nodes merged:

$$L_a(p) = L_b(p).$$

2. Any execution path $p$ that goes through $n_1$ and not $n_2$:

$$L_a(p) = L_b(p) + \text{comp}(n_2).$$

3. Any execution path $p$ that goes through $n_2$ and not $n_1$:

$$L_a(p) = L_b(p) + \text{comp}(n_1).$$

4. Any execution path $p$ that goes through edge $e$:

$$L_a(p) = L_b(p) - \text{comm}(e).$$

Effect on Critical Path

Case 1 There is no execution path that goes through only one of the 2 nodes merged:

Thus for any execution path $p$, $L_a(p) \leq L_b(p)$. 
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Also we know that $L_b(p) \leq l_b$. Therefore, $L_a(p) \leq l_b$.

Hence, CPL will either decrease or remain unchanged as a result of the merger. 

$P_{\text{crit}}$ could change as a result of the merger. We have 2 cases:

1. If all execution paths $p$ go through $e$:
   
   $L_a(p) = L_b(p) - \text{comm}(e)$.

   In this case, all execution paths including $p_c$ will be reduced in length by the same amount.

   Hence, $P_{\text{crit}}$ will not change and CPL decreases by $\text{comm}(e)$ as a result of the merger.

2. At least one execution path doesn’t go through $e$:
   
   Let $p_1, p_2, \ldots, p_k$ be such execution paths, where $k \geq 1$.
   
   $L_a(p_i) = L_b(p_i), 1 \leq i \leq k$.

   There are 2 cases:
   
   (a) If at least one of the $p_i$’s is such that
       
       $L_b(p_i) = l_b$:

       $P_{\text{crit}}$ will change and CPL will remain unchanged.

   (b) If $L_b(p_i) < l_b, 1 \leq i \leq k$:

       CPL will decrease.

       $P_{\text{crit}}$ could change. There are 2 possibilities:

       i. $L_b(p_i) \leq L_a(p_c), 1 \leq i \leq k$:

           CPL will decrease by $\text{comm}(e)$.

           $P_{\text{crit}}$ will not change.

       ii. At least one of the $p_i$’s is such that $L_b(p_i) > L_a(p_c)$:

           $P_{\text{crit}}$ will change.

           CPL will decrease by an amount smaller than $\text{comm}(e)$.

           Let $p_m$ be the $p_i$ such that $L_b(p_m)$ is the largest among all $p_i$’s.

           After the merger,

           $P_{\text{crit}} = p_m$ and CPL = $L_b(p_m)$.

           CPL will decrease by $l_b - L_b(p_m)$.

Case 2 There is at least one execution path $p$ that goes through only one of the 2 nodes merged:

$P_{\text{crit}}$ could change as a result of the merger, and CPL could increase, since the length of $p$ increases after the merger.

Let $p_1, p_2, \ldots, p_k$ be all execution paths that go through only one of the 2 nodes merged, where $k \geq 1$.

Let $n_{i,1}$ and $n_{i,2}$ be the two nodes merged, and let $n_{i,1}$ be the node that belongs to $p_i$, and let $n_{i,2}$ be the other node$^{10}$, $1 \leq i \leq k$.

$L_a(p_i) = L_b(p_i) + \text{comp}(n_{i,2}), 1 \leq i \leq k$.

We know that $l_b \geq L_b(p_i), 1 \leq i \leq k$, since $l_b$ is the CPL before the merger.

$^{10}$If $p_i$ goes through $n_1$ then $n_{i,1}$ is $n_1$ and $n_{i,2}$ is $n_2$. If $p_i$ goes through $n_2$ then $n_{i,1}$ is $n_2$ and $n_{i,2}$ is $n_1$. 
There are so many possibilities, depending on the length of the execution paths before the merger, $l_b$, the value of $\text{comp}(n_{i,2})$, the value of $\text{comm}(e)$, etc.

Since we already studied the case where no execution path goes through only one of the 2 nodes merged, let's assume that all execution paths ($p_e$ excluded) go through only one of the 2 nodes merged. This will simplify our analysis. In this case, the execution paths are $p_1, p_2, \ldots, p_k$ and $p_e$. There are 2 possible situations:

1. If $L_a(p_i) \leq L_a(p_e)$, $1 \leq i \leq k$:
   - $P_{crit}$ will not change.
   - CPL will decrease by $\text{comm}(e)$.

2. If there is at least one execution path $p$ such that $L_a(p) > L_a(p_e)$:
   - $P_{crit}$ will change, but CPL does not necessarily increase. We have 2 cases:
     (a) If $L_a(p_i) \leq l_b$, $1 \leq i \leq k$:
        i. If at least one of the $p_i$'s is such that $L_a(p_i) = l_b$:
           - Let $p_o$ be this $p_i$.
           - After the merger, $P_{crit} = p_o$.
           - CPL remains unchanged.
        ii. If $L_a(p_i) < l_b$, $1 \leq i \leq k$:
            - CPL will decrease by an amount less than $\text{comm}(e)$.
            - Let $p_m$ be the $p_i$ such that $L_a(p_m)$ is the largest among all $p_i$’s.
            - After the merger, $P_{crit} = p_m$ and $CPL = L_a(p_m)$.
            - CPL will decrease by $l_b - L_a(p_m) - \text{comp}(n_{m,2})$.
     (b) If there is at least one execution path $p$ such that $L_a(p) > l_b$:
       - CPL will increase.
       - Let $p_m$ be the $p_i$ such that $L_a(p_m)$ is the largest among all $p_i$’s.
       - After the merger, $P_{crit} = p_m$ and $CPL = L_a(p_m)$.
       - CPL will increase by $L_a(p_m) + \text{comp}(n_{m,2}) - l_b$.

**Conclusion**

- Merging an edge that belongs to $P_{crit}$ of task graph does not guarantee a decrease in CPL.
- The maximum decrease in CPL is $\text{comm}(e)$.
- Merging an edge that belongs to all execution paths guarantees the maximum decrease in CPL.
• If none of the execution paths go through only one of the 2 nodes merged, then CPL will either decrease or remain unchanged. Also the maximum decrease in CPL could be achieved here.

• If at least one execution path goes through only one of the 2 nodes merged, then CPL will either increase, remain unchanged or decrease. Also the maximum decrease in CPL could be achieved here.

4.2.4 Merging an Edge Not Belonging to the Critical Path

In what follows, we omit the terms involving the function \( \text{delay} \) in the expressions giving the length of a path after merging two nodes, in terms of its length before the merger.

Let’s assume that \( e \notin P_{\text{crit}} \).

Clearly, \( e \) belongs to at least one execution path\(^{11} \).

There are 2 possible cases:

Case 1 \( P_{\text{crit}} \) goes through only 1 of the 2 nodes merged:

Let \( n_{in} \) be the node merged which belongs to \( p_c \), and let \( n_{out} \) be the node merged which does not belong to \( p_c \).

\[
L_a(p_c) = l_b + \text{comp}(n_{out}).
\]

After the merger, CPL will increase by at least \( \text{comp}(n_{out}) \) and \( P_{\text{crit}} \) might change.

There are 2 possibilities:

1. If none of the execution paths \( p \) (\( p_c \) excluded) go through only one of the 2 nodes merged:

\[
L_a(p) \leq L_b(p).
\]

Since \( L_b(p) \leq l_b \), then \( L_a(p) \leq l_b \).

Hence CPL will increase by \( \text{comp}(n_{out}) \) and \( P_{\text{crit}} \) will not change after the merger.

2. If at least one execution path \( (p_c \) excluded) goes through only one of the 2 nodes merged:

Let \( p_1, p_2, \ldots, p_k \) be all the execution paths that go through only one of the 2 nodes merged \( (p_c \) excluded), \( k \geq 1 \).

Let \( n_{i,1} \) be the node merged which belongs to \( p_i \), and \( n_{i,2} \) be the node merged which does not belong to \( p_i \).

\[
L_a(p_i) = L_b(p_i) + \text{comp}(n_{i,2}), 1 \leq i \leq k.
\]

If \( \text{comp}(n_{i,2}) \leq \text{comp}(n_{out}) \) then \( P_{\text{crit}} \) will not change and CPL will increase by \( \text{comp}(n_{out}) \).

If \( n_{i,2} = n_{out} \) then \( P_{\text{crit}} \) will not change and CPL will increase by \( \text{comp}(n_{out}) \).

Let \( p_m \) be the \( p_i \) such that \( L_a(p_m) \) is the largest among all \( p_i \)'s.

\(^{11}\)Any edge in the graph belongs to at least one execution path.
There are 2 possible cases:

(a) If \( L_a(p_i) \leq L_a(p_c), \) \( 1 \leq i \leq k: \)
\( P_{\text{crit}} \) will not change and CPL will increase by \( \text{comp}(n_{\text{out}}). \)

(b) If at least one \( p_i \) is such that \( L_a(p_i) > L_a(p_c): \)
After the merger,
\( P_{\text{crit}} = p_m \) and \( CPL = L_a(p_m). \)
CPL will increase by an amount greater than \( \text{comp}(n_{\text{out}}). \)
The increase in CPL is \( L_b(p_m) + \text{comp}(n_{m,2}) - l_b. \)

Case 2 \( P_{\text{crit}} \) does not go through any of the 2 nodes merged:
\( L_a(p_c) = L_b(p_c) = l_b. \)
CPL will either increase or remain unchanged.
\( P_{\text{crit}} \) might change.
There are 2 possibilities:

1. If no execution path \( p (p_c \text{ excluded}) \) goes through only one of the 2 nodes merged:
\( L_a(p) \leq L_b(p). \)
Since \( L_b(p) \leq l_b \) then \( L_a(p) \leq l_b. \)
Thus, \( P_{\text{crit}} \) and CPL will not change.

2. If at least one execution path goes through only one of the 2 nodes merged:
Let \( p_1, p_2, \ldots, p_k \) be all the execution paths that go through only one of the 2 nodes merged (not \( p_c \) excluded), \( k \geq 1. \)
Let \( n_{i,1} \) be the node merged which belongs to \( p_i, \) and \( n_{i,2} \) be the node merged which does not belong to \( p_i. \)
\( L_a(p_i) = L_b(p_i) + \text{comp}(n_{i,2}), \) \( 1 \leq i \leq k. \)
Hence, \( P_{\text{crit}} \) could change and CPL could increase.

There are 2 cases:

(a) If \( L_a(p_i) \leq l_b, \) \( 1 \leq i \leq k: \)
\( P_{\text{crit}} \) and CPL will not change.

(b) If at least one \( p_i \) is such that \( L_a(p_i) > l_b: \)
Let \( p_m \) be the \( p_i \) such that \( L_a(p_m) \) is the largest among all \( p_i \)'s.
After the merger,
\( P_{\text{crit}} = p_m \) and \( CPL = L_a(p_m). \)
CPL will increase by \( L_b(p_m) + \text{comp}(n_{m,2}) - l_b. \)

Conclusion

- If \( e \notin P_{\text{crit}} \) then CPL never decreases (it will either increase or remain unchanged) after the merger.

- If \( P_{\text{crit}} \) goes through only one of the 2 nodes merged, then CPL will increase by at least
comp(n_{out}) after the merger, where n_{out} is the node merged which does not belong to P_{crit}.

- If P_{crit} does not go through any of the 2 nodes merged, then CPL will either increase or remain unchanged after the merger.

4.3 Merging Tasks: Effect of Parallelism Loss on CPL

In this section, we study the effect of parallelism loss on the CPL of the task graph. We consider two nodes n_1 and n_2 belonging to the task graph and connected by an edge e = (n_1, n_2). We study the effect of merging nodes n_1 and n_2 on the CPL when the merger causes parallelism loss and when it doesn’t.

4.3.1 No Parallelism Loss

Theorem: Assume that ParSet(n_1) = ParSet(n_2), so that there is no parallelism loss when we merge n_1 and n_2. Then the CPL of the task graph never increases as a result of the merger.

Proof

Let’s use proof by contradiction. We assume that the CPL increases as a result of the merger. Therefore, there should exist at least one execution path p such that L_a(p) > CPL_b. Clearly, L_b(p) ≤ CPL_b.

There are 3 possible cases:

1. p goes through both nodes n_1 and n_2.
2. p goes through n_1 but not n_2.
3. p goes through n_2 but not n_1.

The situation where p doesn’t go through any of the 2 nodes n_1 and n_2 is not possible, since in that case L(p) is not affected by the merger.

Let’s investigate the 3 possible cases.

Case 1 p goes through both nodes n_1 and n_2:

Let p = (n_i, \ldots, n_p, n_1, n_2, n_z, \ldots, n_f).

For p to have the maximum increase in length after the merger, we have to have an edge (n_p, n_2) and an edge (n_1, n_z) (see figure 5).

Let ΔL := L_a(p) - L_b(p).

ΔL = delay(data(n_p, n_2)) + delay(data(n_1, n_z)) - comm(n_1, n_2).

The comm function includes both the start-up component and the delay component.
Figure 5: No parallelism loss
Figure 6: No parallelism loss
Figure 7: No parallelism loss
Since in general the start-up component is much larger than the delay component, $\Delta L$ must be negative. Furthermore, in practice the edges $(n_p, n_2)$ and $(n_1, n_s)$ are most likely not to exist.

This means that $L_a(p) < L_b(p)$. Since $L_b(p) \leq CPL_b$, then $L_a(p) < CPL_b$. This is a contradiction since we assumed that $L_a(p) > CPL_b$.

Case 2 $p$ goes through $n_1$ and not $n_2$:
Let $p = (n_i, \ldots, n_p, n_1, n_2, \ldots, n_f)$.
Since $ParSet(n_1) = ParSet(n_2)$ and nodes $n_1$ and $n_s$ are dependent, then nodes $n_2$ and $n_s$ have to be dependent as well. Thus either there exists a path from $n_2$ to $n_s$ or there exists a path from $n_s$ to $n_2$. If there exists a path from $n_s$ to $n_2$ then there exists a path from $n_1$ to $n_2$ other than $(n_1, n_2)$. Therefore we will have a cycle in the task graph after the merger. Hence we have to disregard this case, which means that there exists a path from $n_2$ to $n_s$ (see figure 6).

Let $p' = (n_i, \ldots, n_p, n_1, n_2, n_s, \ldots, n_f)$.
Let $\Delta L := L_a(p) - L_b(p')$.

For $\Delta L$ to have its maximum value, $L_a(p)$ has to be maximized and $L_b(p)$ has to be minimized. Hence, the path from $n_2$ to $n_s$ has to be constituted of the single edge $(n_2, n_s)$.

Also for $L_a(p)$ to be maximized, we have to have an edge $(n_p, n_2)$ (see figure 5).
Therefore, $p' = (n_i, \ldots, n_p, n_1, n_2, n_s, \ldots, n_f)$.
Hence,

$$\Delta L = \text{delay}(data(n_p, n_2)) + \text{delay}(data(n_1, n_s)) - \text{comm}(n_1, n_2).$$

Again, $\Delta L$ must be negative. Furthermore, in practice the edges $(n_p, n_2)$ and $(n_2, n_s)$ are most likely not to exist.

This means that $L_a(p) < L_b(p')$. Since $L_b(p') \leq CPL_b$, then $L_a(p) < CPL_b$. This is a contradiction since we assumed that $L_a(p) > CPL_b$.

Case 3 $p$ goes through $n_2$ and not $n_1$:
Let $p = (n_i, \ldots, n_p, n_2, n_s, \ldots, n_f)$.

Since $ParSet(n_1) = ParSet(n_2)$ and nodes $n_2$ and $n_p$ are dependent, then nodes $n_1$ and $n_p$ have to be dependent as well. Thus either there exists a path from $n_1$ to $n_p$ or there exists a path from $n_p$ to $n_1$. If there exists a path from $n_1$ to $n_p$ then there exists a path from $n_1$ to $n_2$ other than $(n_1, n_2)$. Therefore we will have a cycle in the task graph after the merger. Hence we have to disregard this case, which means that there exists a path from $n_p$ to $n_1$ (see figure 7).

Let $p' = (n_i, \ldots, n_p, n_1, n_2, n_s, \ldots, n_f)$.
Let $\Delta L := L_a(p) - L_b(p')$.

For $\Delta L$ to have its maximum value, $L_a(p)$ has to be maximized and $L_b(p)$ has to be minimized. Hence, the path from $n_p$ to $n_1$ has to be constituted of the single edge $(n_p, n_1)$.

Also for $L_a(p)$ to be maximized, we have to have an edge $(n_1, n_s)$ (see figure 5).
Therefore, $p' = (n_i, \ldots, n_p, n_1, n_2, n_s, \ldots, n_f)$.
Figure 8: Example: no parallelism loss

Hence,
\[ \Delta L = \text{delay}(\text{data}(n_p, n_2)) + \text{delay}(\text{data}(n_1, n_3)) - \text{comm}(n_1, n_2). \]
Again, \( \Delta L \) must be negative. Furthermore, in practice the edges \((n_p, n_1)\) and \((n_1, n_3)\) are most likely not to exist.

This means that \( L_b(p') < CPL_b \). Since \( L_b(p') \leq CPL_b \), then \( L_a(p) < CPL_b \). This is a contradiction since we assumed that \( L_a(p) > CPL_b \).

Hence, there cannot exist an execution path \( p \) such that \( L_a(p) > CPL_b \).

Examples

- Figure 8 shows a task graph before and after the merger.
  \[ \text{ParSet}(n_1) = \{n_6, n_7, n_8, n_10, n_11\} \]
Weights:
Actors: 1 (except $n_{1, 2}$)
Edges: 10

Figure 9: Example: no parallelism loss
Figure 10: Example: there is parallelism loss

\[ ParSet(n_2) = \{n_6, n_7, n_8, n_{10}, n_{11}\} \]
\[ ParSet(n_1) = ParSet(n_2) \]

Hence, there is no parallelism loss as a result of the merger.
Before merger: CPL = 67.
After merger: CPL = 57.
The CPL has decreased.

- Figure 9 shows a task graph before and after the merger.
  \[ ParSet(n_1) = \{n_3, n_6, n_7, n_8, n_9, n_{10}, n_{11}, n_{12}\} \]
  \[ ParSet(n_2) = \{n_3, n_6, n_7, n_8, n_9, n_{10}, n_{11}, n_{12}\} \]
  \[ ParSet(n_1) = ParSet(n_2) \]
  Hence, there is no parallelism loss as a result of the merger.
  Before merger: CPL = 56.
  After merger: CPL = 56.
The CPL has not changed.

4.3.2 There is Parallelism Loss

**Theorem:** Assume that there is parallelism loss when we merge \( n_1 \) and \( n_2 \).
Then the CPL of the task graph could increase as a result of the merger.

**Proof**

Let's prove the claim in the theorem by studying some examples.
In all the figures used in the following examples, the number next to a node represents its execution time, and the number next to an edge represents the communication time caused by the edge.
Figure 11: Example: there is parallelism loss

- Figure 10 shows a task graph before and after the merger.
  \( \text{ParSet}(n_2) = \{ n_3, n_4 \} \)
  \( \text{DepSet}(n_1) = \{ n_2, n_4 \} \)
  \( \text{ParSet}(n_2) \cap \text{DepSet}(n_1) = \{ n_4 \} \)
  Hence, there is parallelism loss with respect to \( n_2 \).
  Before merger: CPL = PARTIME = 4.
  After merger: CPL = 5.
  Thus the CPL has increased.
  Note that before the merger, the graph had a critical path which contained \( n_1 \) and not \( n_2 \) ((\( n_1, n_4 \))), and that is why we have an increase in the CPL.

- Figure 11 shows the same graph as in figure 10, except for the weights.
  Before merger: CPL = 7.
  After merger: CPL = 7.
  Thus the CPL did not change.

4.4 Criteria for Merging

In this section, we list some criteria that will be used by the partitioning heuristics to choose the edge to be merged. We use the results of the previous analysis from the previous sections to obtain these criteria.

- Edge has to belong to a critical path.
- Edge that belongs to all execution paths (if such an edge exists).
- Edge \( e \) such that none of the execution paths go through only one of the 2 nodes connected by \( e \).
• Edge $e = (n_1, n_2)$ such that $ParSet(n_1) = ParSet(n_2)$ (no parallelism loss as a result of the merger).

• Edge $e$ with the largest $comm(e)$. This way all execution paths which go through $e$ will decrease in length by a maximum quantity.

• Edge $e = (n_1, n_2)$ such that the merger causes the minimum loss in parallelism: $\left| |ParSet(n_1)| - |ParSet(n_{1,2})| \right| + \left| |ParSet(n_2)| - |ParSet(n_{1,2})| \right|$ is the smallest.

• Edge $e$ such that the merger causes the least amount of execution paths to increase in length. For instance, we could choose edge $e = (n_1, n_2)$ such that the number of execution paths that go through only one of the two nodes $n_1$ and $n_2$ is minimum.

• Edge $e$ such that the merger causes the largest number of execution paths to decrease in length. In other words, we look for edge $e$ such that the number of execution paths that go through $e$ is maximum.

We have to make sure that the criteria used in our partitioning algorithm are not too costly. For instance, the 2 last criteria mentioned above require a large time complexity.

5 The Partitioning Heuristic

5.1 Definitions

Safe Edges: Let $g$ be a task graph (DAG). An edge $e = (n_1, n_2)$ is said to be a safe edge if merging nodes $n_1$ and $n_2$ does not cause any cycles to be created in $g$. Otherwise, $e$ is said to be an unsafe edge.

Perfect Edges: We define a perfect edge to be one that belongs to all execution paths in the DAG. Otherwise, the edge is said to be an imperfect edge.

Risky Edges: An edge $e = (n_1, n_2)$ is said to be a risky edge if there exists at least one execution path that goes through only one of the nodes $n_1$ and $n_2$.

5.2 The Heuristic

1. Find heaviest safe edge $e$ in task graph which is perfect.
   If there is more than one such edge $e$, choose the one such that $comp(e)$ has the minimal value. If there is still more than one edge that satisfies that, then choose one randomly. If no such edge go to 2, else go to 5.

2. Find heaviest safe edge $e$ in critical path ($P_{crit}$) which is not risky. If there is more than one such edge $e$, choose the one such that $comp(e)$ has the minimal value. If there is still more than one edge that satisfies that, then choose one randomly. If no such edge go to 3, else go to 5.
3. Find Heaviest safe edge $e = (n_1, n_2) \in P_{crit}$ such that
   \[\text{ParSet}(n_1) = \text{ParSet}(n_2)\].
   If there is more than one such edge $e$, choose the one such that $\text{comp}(e)$ has the minimal value. If there is still more than one edge that satisfies that, then choose one randomly. If no such edge go to 4, else go to 5.

4. Find safe edge $e = (n_1, n_2) \in P_{crit}$ such that
   \[\left(\left|\text{ParSet}(n_1)\right| - \left|\text{ParSet}(n_{1,2})\right|\right) + \left(\left|\text{ParSet}(n_2)\right| - \left|\text{ParSet}(n_{1,2})\right|\right)\]
   is the smallest among all safe edges in $P_{crit}$.
   If there is more than one such edge $e$, choose the one such that $\text{comp}(e)$ has the minimal value. If there is still more than one edge that satisfies that, then choose one randomly.

5. Merge 2 tasks linked by $e$.

5.3 Some Properties

The following properties enable us to reduce the time complexity of the partitioning heuristic, by making it easier and quicker to find the edge to be merged.

**Lemma:** Given a task graph (DAG) and a safe edge $e = (n_1, n_2)$ in the graph.

If $e$ is not a **risky edge**: $\iff$

Node $n_1$ has *only one* output edge ($e$), and node $n_2$ has *only one* input edge ($e$).

**Proof**

1. Assume that No execution path goes through *only one* of the 2 nodes connected by edge $e$.
   - If $n_1$ has more than one output edge (let the other output edge be $e' = (n_1, n_3)$), then there is at least one execution path $p$ that goes through edge $(n_1, n_3)$. Clearly, $p$ cannot go through edge $(n_1, n_2)$ (otherwise $p$ will have a cycle, which means that the graph is not acyclic). Thus, $p$ cannot go through $n_2$ (otherwise $p$ goes through both nodes $n_1$ and $n_2$, which implies that it goes through edge $e$). Hence $p$ goes through $n_1$ and not $n_2$. This contradicts our assumption. Therefore, $n_1$ has only one output edge.

   - If $n_2$ has more than one input edge (let the other input edge be $e' = (n_3, n_2)$), then there is at least one execution path $p$ that goes through edge $(n_3, n_2)$. Clearly, $p$ cannot go through edge $(n_1, n_2)$ (otherwise $p$ will have a cycle, which means that the graph is not acyclic). Thus, $p$ cannot go through $n_1$ (otherwise $p$ goes through both nodes $n_1$ and $n_2$, which implies that it goes through edge $e$). Hence $p$ goes through $n_2$ and not $n_1$. This contradicts our assumption. Therefore, $n_2$ has only one input edge.

2. Assume that node $n_1$ has *only one* output edge ($e$), and node $n_2$ has *only one* input edge ($e$).
• Any execution path \( p \) that goes through \( n_1 \) has to go through edge \( e \) (since \( n_1 \) has only one output edge).

• Any execution path \( p \) that goes through \( n_2 \) has to go through edge \( e \) (since \( n_2 \) has only one input edge).

Hence, no execution path goes through only \( n_1 \) or only \( n_2 \).

**Lemma:** Given a task graph (DAG) and an edge \( e = (n_1, n_2) \) in the graph.

\( e \) is a perfect edge \( \implies \)

Node \( n_1 \) has only one output edge \( (e) \), and node \( n_2 \) has only one input edge \( (e) \)

\( \text{AND} \ ParSet(n_1) = ParSet(n_2) = \emptyset \)

**Proof**

Assume that \( e \) is a perfect edge.

If \( n_1 \) has more than one output edge or \( n_2 \) has more than one input edge, then clearly there exists at least one execution path that doesn't go through \( e \). Hence, \( e \) is not a perfect edge, which contradicts our assumption. Therefore, node \( n_1 \) has only one output edge, and node \( n_2 \) has only one input edge.

Now, let's prove that \( ParSet(n_1) = ParSet(n_2) = \emptyset \).

We know that all execution paths go through \( e \). For any node \( n \) in the graph other than \( n_1 \) and \( n_2 \), \( n \) belongs to at least one execution path \( p \). Since \( p \) goes through \( e \), then \( p \) goes through \( n_1 \) and \( n_2 \). Hence, \( n \) and \( n_1 \) are dependent and \( n \) and \( n_2 \) are dependent. Therefore \( ParSet(n_1) = ParSet(n_2) = \emptyset \).

### 5.4 Time Complexity of Partitioning Algorithm

Let \( E \) be the number of edges and \( N \) be the number of nodes in the program graph. Clearly, the initial task graph will have \( N \) nodes and at most \( E \) edges.

In the next section, we describe some general DAG traversal techniques. As will be seen later, graph traversal is necessary to determine some notions used by the partitioning algorithm, such as CPL, perfect and safe edges, etc.

#### 5.4.1 DAG Traversal

Traversal of general DAGs is different from tree traversal. With general DAGs, if we are not careful, a node might be visited more than once. Clearly, this is not the case for trees. The reason for this is that for general DAGs, a node may have more than one input edge.

In order to avoid visiting nodes more than once, when a node is put in the queue \( Q \), it is marked as queued. After a node is visited, only its children which are not marked queued are inserted in \( Q \). The algorithm is as follows:
Let $Q$ be a queue (could be implemented as a linked list).
$Q \leftarrow \emptyset$.
Insert all root nodes in $Q$ (in any order)
% No need to mark root nodes as queued.
Repeat until $Q = \emptyset$

$n \leftarrow$ Front of $Q$.
Delete $n$ from $Q$.
visit($n$) % Node $n$ is visited here.
$n$ is marked visited. % This marking may not be needed.
IF $n$ is not a leaf node THEN

Insert all children of $n$ that are not marked queued in $Q$, and
mark them as queued % So that nodes are not visited more
than once.
% The way insertion is done depends on the traversal
% type (e.g. breadth-first, depth-first).

Deadlock Situations: We can easily show that the algorithm for DAG traversal listed
above never leads to deadlock situations (deadlock means that the algorithm ends and
there are still nodes not visited). Refer to [1] for more details.

Depth-First Traversal: For depth-first traversal, the children of the node just visited
are inserted at the Front of $Q$.

Breadth-First Traversal: For breadth-first traversal, the children of the node just
visited are inserted at the Rear of $Q$.

Remark: We can easily show that Breadth-first and depth-first traversals take at the
most $O(E + N)$ time complexity.

Parents-First Traversal

In parents-first traversal, a node is not visited until all of its parent nodes are visited. The
idea here is to keep a counter for each node in the graph (except the root nodes). This
counter is used to keep track of the number of parent nodes of a given node that are already
visited. When the counter of some node $n$ is equal to the total number of parents of node
$n$, then we know that all the parent nodes of $n$ are already visited. A child node is inserted
in the queue $Q$ only when all of its parents are already visited.
The procedure is as follows:

Let $Q$ be a queue (could be implemented as a linked list).
$Q \leftarrow \emptyset$.
Insert all root nodes in $Q$ (in any order).
FOR all non-root nodes $n$ in the graph DO
% Initialize the counters of the nodes.
$n\cdot count \leftarrow$ Number of parent nodes of $n$

Repeat until $Q = \emptyset$

$n \leftarrow$ Front of $Q$.
Delete $n$ from $Q$.
$\text{visit}(n)$ % Node $n$ is visited here.
$n$ is marked visited. % This marking may not be needed.
$\text{IF}$ $n$ is not a leaf node $\text{THEN}$

FOR all children nodes $n'$ of $n$ DO

$n'\cdot count \leftarrow n'\cdot count - 1$ % One more parent visited.
$\text{IF} n'\cdot count = 0$ % All parents of $n'$ are visited.
$\text{THEN}$ Insert $n'$ at the Rear of $Q$.

Remarks

1. Deadlock situations: We can easily show that the algorithm for parents-first traversal never leads to deadlock situations.

2. Time Complexity: $O(E + N)$.

5.4.2 Determining the Notions Used by the Partitioning Algorithm

In this section, we explain very briefly how we determine the notions used by the heuristic of the partitioning algorithm. For the details of this, refer to [1].

CPL

We use a slight variation of parents-first traversal of the task graph. The time complexity is $O(E + N)$.

Perfect Edges

Consider an edge $e = (n_1, n_2)$. From a previous lemma, we know that if $n_1$ has more than one output edge or $n_2$ has more than one input edge, then $e$ is not a perfect edge. This check can be done in constant ($O(1)$) time. However, if $n_1$ has exactly one output edge and $n_2$ has exactly one input edge, then $e$ could be either perfect or imperfect. In this case, we do a special kind of graph traversal. The idea behind the above procedure is to traverse the graph without going through edge $e$. If a leaf node is reached, then there must exist at least one path from an input node to an output node which does not go through $e$. This means that there must exist at least one execution path which does not go through $e$. If none of the leaf nodes is reached, then there cannot be any path from an input node to an output node which does not go through $e$. This means that all execution paths must go through $e$. The time complexity to do that is $O(E + N)$. 
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Safe Edges

The procedure here is almost the same as the one for perfect edges described above. The
time complexity to do that is $O(E + N)$.

Risky Edges

From a previous lemma, we know that an edge $e = (n_1, n_2)$ is not risky if and only if $n_1$ has
only one output edge and $n_2$ has only one input edge. This check can be done in constant
time. Hence we need $O(1)$ time to find out whether an edge is risky or not.

DepSet($n$)

Let $n$ be a node in the DAG. First, we do a traversal of the graph starting from node $n$.
This will give us all nodes $n'$ such that there is a path from $n$ to $n'$. Second, we do a
backwards traversal of the graph starting from node $n$ (we follow the opposite direction of
the edges). This will give us all nodes $n'$ such that there is a path from $n'$ to $n$. This takes
$O(E + N)$ time complexity (complete graph traversal).

ParSet($n$)

Let $n$ be a node in the DAG. One way to determine ParSet($n$) is to first determine
DepSet($n$). By doing that, all nodes $n'$ in the DAG such that $n$ and $n'$ are dependent
are marked visited. Initially, we set ParSet($n$) to $\emptyset$. Then we do a complete traversal of
the graph, and any node which was not marked visited from the traversal to determine
DepSet($n$) is added to ParSet($n$). Note that we have to distinguish between the nodes
that are marked visited during the graph traversal to determine DepSet($n$), and during the
complete graph traversal to determine ParSet($n$). It takes $O(E + N)$ time complexity to
determine ParSet($n$).

5.4.3 Time Complexity of Partitioning Algorithm

The following table summarizes the time complexity of each step in the partitioning heuristic.
For more details refer to [1].

<table>
<thead>
<tr>
<th>step 1</th>
<th>step 2</th>
<th>step 3</th>
<th>step 4</th>
<th>step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(E(E + N))$</td>
<td>$O(E)$</td>
<td>$O(E.N^2)$</td>
<td>$O(E.N^2)$</td>
<td>$O(N)$</td>
</tr>
</tbody>
</table>

Each iteration of the partitioning algorithm consists of choosing the edge to be merged
using some heuristic, then the edge chosen is merged. A merging iteration using our
heuristic costs at the most $O(E(E + N^2))$. Since there are $N - 1$ merging iterations in
the partitioning algorithm, the total cost of the partitioning algorithm is $O(EN(E + N^2))$.

---

12This is called a merging iteration.
We can easily show that \( 0 \leq E < N(N - 1) \). Since \( E < N^2 \), the time complexity of the partitioning algorithm can be written as \( O(E.N^3) \).

**Over-Estimation of Time Complexity**

In the previous analysis, we over-estimated the time complexity of the partitioning algorithm because we had to assume the worst case scenario. For instance, we used \( E \) and \( N \) for the numbers of edges and nodes respectively along the critical path. Also we used \( N \) for the number of elements in \( \text{ParSet}(n) \) for various nodes \( n \). In addition, we used \( E \) for the number of safe edges along the critical path. Clearly for real applications, the actual numbers are usually much smaller than that. Finally as was mentioned before, merging 2 tasks takes \( O(N) \) time in the worst case, but it takes a constant amount of time in the average case (for real applications).

If we assume that the average number of nodes along the critical path, the average number of edges along the critical path, and the average number of elements in \( \text{ParSet}(n) \) for all nodes \( n \) in the task graph are constants, then the average time complexity of our algorithm is \( O(N(E + N)) \).

## 6 Performance Analysis

In this section, we study the performance of our partitioning heuristic by considering some regular DAGs.

### 6.1 Partitioning Fork and Join DAGs

Since a DAG is composed of fork and join components \([2, 7, 12, 13]\), we study the performance of our partitioning algorithm using these primitive structures to further understand its behavior.

#### 6.1.1 Fork DAGs

Consider the fork DAG shown in figure 12. Each \( c_i \) is the communication cost of edge \((r, n_i)\), and each \( e_i \) is the execution cost of node \( n_i \). Also, \( e \) is the execution cost of the root node \( r \). Without loss of generality, assume that the leaf nodes are sorted such that \( c_i + e_i \geq c_{i+1} + e_{i+1}, \quad 1 \leq i \leq m - 1 \).

**Theorem:** The optimal partition for the fork DAG is constituted of the following tasks: \( \{r, n_1, n_2, \ldots, n_k\}, \{n_{k+1}\}, \{n_{k+2}\}, \ldots, \{n_m\} \), where \( 0 \leq k \leq m \). For \( k = 0 \) the optimal partition is the trivial partition, and for \( k = m \) the optimal partition is the singleton partition.
Fork DAG

Figure 12: Fork DAG

Figure 13: Proof: optimal partition for fork DAGs
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Proof

First, let's prove that the optimal partition is constituted of the following tasks: \( \{r, N_1, N_2, \ldots, N_k\}, \{N_{k+1}\}, \{N_{k+2}\}, \ldots, \{N_m\} \), where \( 0 \leq k \leq m \) and \( N_i = \text{some } n_j \) (i not necessarily equal to j).

In other words, in the optimal partition, there is a task containing \( r \) and zero or more other \( n_i \)'s, and the rest of the \( n_i \)'s are in separate tasks (i.e. these tasks are constituted of a single \( n_i \)).

This is also equivalent to saying that in the optimal partition, any task that doesn't contain \( r \) cannot contain more than a single \( n_i \).

Intuitively, since merging 2 independent tasks together doesn't reduce communication cost, it will never decrease the parallel execution time (CPL), and therefore, any task in the optimal partition should not consist entirely of \( n_i \)'s. Hence, any task which does not contain \( r \) is constituted of a single \( n_i \).

To prove this more formally, let's show that any partition \( \Pi \) that has a task \( \tau \) not containing \( r \) and that contains more than one \( n_i \) has a CPL that is greater or equal than the one of the partition obtained from \( \Pi \) by putting each \( n_i \) that belongs to \( \tau \) in a separate task.

Without any loss of generality, let \( \tau = \{n_i, n_j\} \) (i < j). The task graph of \( \Pi \) is shown in figure 13. Clearly, task \( T \) contains \( r \). \( x_k \) is the execution cost of task \( T_k \). \( y_k \) is the communication cost of edge \((T, T_k)\). \( x \) is the execution cost of task \( T \). The communication cost of edge \((T, \tau)\) is \( y = c_i + \text{delay(data}(T, \tau)) \).

Also without any loss of generality, assume that \( y_k + x_k \geq y_{k+1} + x_{k+1}, \) \( 1 \leq k \leq p - 1. \)

\(\text{Footnote: } T \text{ could be constituted entirely of } r.\)
Figure 15: Proof: optimal partition for fork DAGs
Figure 16: Proof: optimal partition for fork DAGs

Figure 17: Proof: optimal partition for fork DAGs

Figure 18: Proof: optimal partition for fork DAGs
The CPL of $\Pi$ is 
\[ l = x + \max(y_1 + x_1, y + e_i + e_j). \]
Now consider the partition $\Pi'$ obtained from $\Pi$ by putting $n_i$ and $n_j$ in separate tasks. The task graph corresponding to $\Pi'$ is shown in figure 14.
The CPL of $\Pi'$ is 
\[ l' = x + \max(y_1 + x_1, c_i + e_i). \]
Since $y + e_i + e_j > c_i + e_i$, then $l \geq l'$.

Now let’s prove the claim in the theorem.
First we use an intuitive reasoning.
Let’s assume that the claim is not correct.
Hence there exists at least one $n_s$, $s > k$, such that the optimal partition is constituted of the following tasks:
\[ R = \{r, n_1, n_2, \ldots, n_q, n_s, n_{q+2}, n_{q+3}, \ldots, n_k\}, \{n_{k+1}\}, \{n_{k+2}\}, \ldots, \{n_{s-1}\}, \{n_{s+1}\}, \{n_{s+2}\}, \ldots, \{n_m\}. \]
Refer to figure 15.
The task graph corresponding to this partition is shown in figure 16.
The CPL of this optimal partition is 
\[ l_{opt} = e + e_1 + e_2 + \cdots + e_q + e_{q+2} + e_{q+3} + \cdots + e_k + e_s + c_{q+1} + e_{q+1}. \]
Consider the partition constituted of the following tasks:
\[ \{r, n_1, n_2, \ldots, n_q\}, \{n_{q+1}\}, \{n_{q+2}\}, \ldots, \{n_m\}. \]
Its CPL is 
\[ l = e + e_1 + e_2 + \cdots + e_q + c_{q+1} + e_{q+1}. \]
Note that $l < l_{opt}$, which should not be. Hence we have a contradiction, and therefore our assumption is not possible.
Then the claim of the theorem is correct.

Now let’s prove the claim in the theorem more formally.
Assume that the claim is not correct.
The optimal partition $\Pi_{opt}$ is constituted of the following tasks:
\[ \tau = \{r, N_1, N_2, \ldots, N_k\}, \{N_{k+1}\}, \{N_{k+2}\}, \ldots, \{N_m\}, \text{ where } 0 \leq k \leq m \text{ and } N_i = \text{ some } n_j \text{ (} i \text{ not necessarily equal to } j \text{).} \]
Without any loss of generality, assume that $k \geq 1$. When $k = 0$, the optimal partition is the trivial partition, and therefore the claim is true.
Also, without any loss of generality, assume that the $N_i$’s $(1 \leq i \leq k)$ in $\tau$ are ordered such that if $N_j = n_{i_1}$ and $N_{j+1} = n_{j_2}$ then $j_2 > j_1$, $1 \leq j \leq k - 1$.
Let $N_0 = r$ and $n_0 = r$.
Let $p$ be the smallest integer such that $N_p = n_p$ and $N_{p+1} \neq n_{p+1}$, $0 \leq p \leq k - 1$.
For instance, if $\tau = \{r, n_1, n_2, n_3, n_5, \ldots\}$ then $p = 3$. If $\tau = \{r, n_1, n_5, \ldots\}$ then $p = 1$. If $\tau = \{r, n_2, \ldots\}$ then $p = 0$.
We have $\tau = \{r, n_1, n_2, \ldots, n_p, N_{p+1}, N_{p+2}, \ldots, N_k\}$, $0 \leq p \leq k - 1$.
Clearly, $N_i \neq n_{p+1}$, $p + 1 \leq i \leq k$. Therefore, $n_{p+1}$ is in a task by itself. The task graph
corresponding to \( \Pi_{opt} \) is shown in figure 17.
Since one of the leaf nodes is \( n_{p+1} \) and all \( n_i \)'s such that \( 1 \leq i \leq p \) are in task \( \tau \), then critical path of this task graph is \((\tau, n_{p+1})\). Hence the CPL of \( \Pi_{opt} \) is
\[
\ell_{opt} = \text{comp}(\tau) + \text{comm}(\tau, n_{p+1}) + \text{comp}(n_{p+1}).
\]
Let the execution time of \( N_i \) be \( E_i \), \( 1 \leq i \leq m \).
\[
\text{comp}(\tau) = e + e_1 + e_2 + \cdots + e_p + E_{p+1} + E_{p+2} + \cdots + E_k.
\]
\[
\text{comm}(\tau, n_{p+1}) = c_{p+1}.
\]
\[
\text{comp}(n_{p+1}) = e_{p+1}.
\]
Hence
\[
\ell_{opt} = e + e_1 + e_2 + \cdots + e_p + E_{p+1} + E_{p+2} + \cdots + E_k + c_{p+1} + e_{p+1}.
\]
Consider the partition \( \Pi \) constituted of the following tasks:
\[
\tau' = \{r, n_1, n_2, \ldots, n_p\}, \{n_{p+1}\}, \{n_{p+2}\}, \ldots, \{n_m\}.
\]
The task graph corresponding to \( \Pi \) is shown in figure 18.
Its critical path is \((\tau', n_{p+1})\) and its CPL is
\[
l = e + e_1 + e_2 + \cdots + e_p + c_{p+1} + e_{p+1}.
\]
Note that \( l < \ell_{opt} \), which means that we have a contradiction. Therefore, our assumption is not correct, and the claim of the theorem is correct.

**Using our Algorithm**

It is quite straightforward to show that our partitioning algorithm always leads to the optimal partition.

**Using Sarkar's Partitioning Method**

Sarkar's algorithm leads to the optimal solution only in some cases, as is stated in the following 2 theorems.

**Theorem:** If there exists an integer \( q, 1 \leq q \leq m - 2 \), such that
\[
\forall k, 1 \leq k \leq q, c_k \geq e_{k+1} + c_{k+1}
\]
AND
\[
\forall k, q + 1 \leq k \leq m - 1, c_k \leq e_{k+1} + c_{k+1}
\]
AND
\[
c_{q+1} \leq e_{q+2} + e_{q+3} + \cdots + e_m.
\]
then Sarkar's method finds the optimal partition \( \Pi_q \).

**Proof**

Clearly, in this case we have
\[
\forall k, 1 \leq k \leq q, c_k > c_{k+1}.
\]
Also, since \( c_q \geq e_{q+1} + c_{q+1} \), and we know that \( c_i + e_i \geq c_{i+1} + e_{i+1} \), \( 1 \leq i \leq m - 1 \), then
\[
c_q \geq c_k + e_k, q + 1 \leq k \leq m.
\]
Therefore, \( c_q > c_k, q + 1 \leq k \leq m \).
Therefore, the edges are merged in the following order:
\((r, n_1), (r, n_2), \ldots, (r, n_q), \ldots\)
The merging of \((r, n_1)\) leads to partition \(\Pi_1\). Since \(l_1 \leq l_0\), this merger is accepted. Next, \((r, n_2)\) is merged and we get partition \(\Pi_2\). Since \(l_2 \leq l_1\), this merger is accepted. Since \(l_k \leq l_{k-1}, 1 \leq k \leq q\), then this process goes on until we reach partition \(\Pi_q\), which is the optimal partition.

**Theorem:** Assume that the optimal partition of the fork DAG is \(\Pi_p, 1 \leq p \leq m\), and that \(\Pi_i, 0 \leq i \leq p - 1\), is not an optimal partition.
If there exists an \(s, 1 \leq s \leq p\), such that merging edge \((r, n_s)\) is not accepted (i.e. we have an increase in the CPL), then Sarkar’s method does not find the optimal partition.

**Proof**

We know that if \(\Pi_i\) is an optimal partition, then \(i \geq p\). If edge \((r, n_s)\) is not merged, then we can never obtain any partition \(\Pi_i, s \leq i \leq m\). Hence, the optimal partition can never be obtained.

### 6.1.2 Join DAGs

Consider the join DAG shown in figure 19. Each \(c_i\) is the communication cost of edge \((n_i, r)\), and each \(e_i\) is the execution cost of node \(n_i\). Also, \(e\) is the execution cost of the leaf node \(r\). Without loss of generality, assume that the root nodes are sorted such that \(c_i + e_i \geq c_{i+1} + e_{i+1}, 1 \leq i \leq m - 1\).

The case of join DAGs is the same as the one for fork DAGs, and the analysis here is the same as for fork DAGs. We just have to reverse the direction of the edges in the graph.
6.2 Partitioning Complete Binary Trees

In this section, we assume that the program graph to be partitioned is a complete binary tree. We also assume that all actors in the graph have the same weight, and all edges in the graph have the same weight.

6.2.1 Optimal Partition

Definitions Related to Trees

Consider a directed graph constituted of a tree. We assume that all leaf nodes are at the first level (top most, level 1) of the tree and the root node is at the last level (bottom level, level N where N is the number of levels in the tree) of the tree. The tree is upside down and therefore the leaf nodes are at the top and the root node is at the bottom. The direction of the arcs are from smaller to larger levels.

G-Trees

A G-tree $T$ is a task graph that satisfies the following properties: The number of input arcs of any node is a power of 2, all nodes (tasks) at the same level have the same number of actors, the number of actors in any task (node in the task graph) is equal to the number of input edges of the node corresponding to the task minus 1 (clearly, this is not the case for nodes at level 1), and the sum of the number of actors in all nodes (i.e. tasks corresponding to the nodes) in $T$ except the nodes at the top most level is $2^a - 1$, where $2^a$ is the number of nodes at the top most level of the tree.

Optimal Task Graph: Given a program graph $g$ that is a complete binary tree, such that all actors in the graph have the same weight and all edges in the graph have the same weight. The optimal task graph is a G-tree.

For the proof of this and all the details concerning this section, please refer to [1].

CPL of G-trees

Assume that our program graph is a complete binary tree with $N$ levels. Consider all G-trees $T$ with $m$ levels ($1 \leq m \leq N$). We have the following: $(2^{a_1} - 1)$ is the number of actors in each node at level 1, $(2^{a_2} - 1)$ is the number of actors in each node at level 2, \ldots, $(2^{a_m} - 1)$ is the number of actors in each node at level $m$, where $a_1, a_2, \ldots, a_m$ are positive integers (not zero) such that $a_1 + a_2 + \cdots + a_m = N$.

Let $e$ be the execution time of each actor in the original program graph. Let $c$ be the communication time of each edge in the graph\textsuperscript{14}. Then the possible values for the CPL of $T$ are $[(2^{a_1} - 1) + (2^{a_2} - 1) + \cdots + (2^{a_m} - 1)] \times e + (m - 1) \times c$.

\textsuperscript{14}Note that the weight of the edges in any task graph is the same as the weight of the edges in the original program graph.
Example

Let $N = 4$ and $m = 3$. Let's find all possible values of $(a_1, a_2, a_3)$. The solution of $a_1 + a_2 + a_3 = 4$ is: $\{(1,1,2), (1,2,1), (2,1,1)\}$. Hence there are 3 possible G-trees with 3 levels.

Minimal CPL

Assume that our program graph is a complete binary tree with $N$ levels. The G-tree with $m$ levels which has the minimal CPL among all G-trees with $m$ levels is one for which the following condition is satisfied:

$A_m = (2^{a_1} - 1) + (2^{a_2} - 1) + \cdots + (2^{a_m} - 1)$ is minimal given that $a_1, a_2, \ldots, a_m$ are positive integers (not zero) such that $a_1 + a_2 + \cdots + a_m = N$.

$A_m$ is minimal when the $a_i$'s are chosen in the following manner:

We divide $N$ as evenly as possible on $a_1, a_2, \ldots, a_m$. In other words, if $N$ is a multiple of $m$, then each $a_i$ will take the value $N/m$ (using integer division). Otherwise, $(N \text{ MOD } m)$ $a_i$'s will take the value $(N/m + 1)$ and the rest take the value $N/m$ (using integer division).

Hence when $N$ is not a multiple of $m$, we have more than one solution for $(a_1, a_2, \ldots, a_m)$.

Example

Let $N = 6$ and $m = 3$. The G-tree with 3 levels and $(a_1, a_2, a_3) = (2, 2, 2)$ has minimal CPL among all G-trees with 3 levels. This task graph is shown in figure 20. The number next to each node is the number of actors in the task corresponding to the node.

Optimal G-Tree

Given a complete binary tree with $N$ levels as a program graph, We can show that (refer to [1] for the details) the CPL of the optimal partition can be expressed as
\[ CPL_{opt} = \]

\[ MIN \{ \begin{align*}
& (2^N - 1) \cdot c, \\
& MIN\{(2^a_1 - 1) + (2^a_2 - 1)\} \cdot e + c / a_1 + a_2 = N, \\
& MIN\{(2^a_1 - 1) + (2^a_2 - 1) + (2^a_3 - 1)\} \cdot e + 2 \cdot c / a_1 + a_2 + a_3 = N, \\
& MIN\{(2^a_1 - 1) + (2^a_2 - 1) + (2^a_3 - 1) + (2^a_4 - 1)\} \cdot e + 3 \cdot c / a_1 + a_2 + a_3 + a_4 = N, \\
& \vdots \\
& MIN\{(2^a_1 - 1) + (2^a_2 - 1) + \cdots + (2^a_N - 1)\} \cdot e + (N - 1) \cdot c / a_1 + a_2 + \cdots + a_N = N \}
\]

Note that \{\{(2^a_1 - 1) + (2^a_2 - 1) + \cdots + (2^a_N - 1)\} \cdot e + (N - 1) \cdot c / a_1 + a_2 + \cdots + a_N = N\} = \{N \cdot e + (N - 1) \cdot c\}.

Remark: In general, there could be more than one optimal solution.

### 6.2.2 Best Partition Using our Heuristic

Assume that the execution time of actors is \(e\) and the communication cost of edges is \(c\).

We find the smallest integer \(x\) such that \(x \geq 1\) and \(2^x \geq \frac{\xi}{e} + 1\). The best partition using our heuristic is the one for which the task graph is a complete binary tree with \([N - (x - 1)]\) levels such that all top most nodes have \((2^x - 1)\) actors and all other nodes have 1 actor.

Hence, the corresponding CPL is

\[ CPL = \left(2^x - 1 + \frac{(N - (x - 1)) - 1}{e} \right) \cdot c + \left(2^x - 1 + (N - (x - 1)) - 1\right) \cdot c \]

\[ = (2^x - 1 + N - x) \cdot e + (N - x) \cdot c \]

Example

Assume that our program graph is a complete binary tree with 100 levels. Assume that the execution time of the actors is 1 and the communication cost of edges is 10. The smallest integer \(x\) such that \(x \geq 1\) and \(2^x \geq 11\) is \(x = 4\). Hence, the best partition using our heuristic is the one for which the task graph is a complete binary tree with \(100 - 3 = 97\) levels such that all top most nodes have \(2^4 - 1 = 15\) actors and all other nodes have 1 actor. The corresponding CPL is \(CPL = (2^4 - 1 + 100 - 4) \cdot 1 + (100 - 4) \cdot 10 = 1071\).

### 6.2.3 Performance of our Heuristic

Assume that we have a complete binary tree with \(N\) levels. Let the communication cost of edges be \(c = 10\) and the execution cost of actors be \(c = 1\). We determine the performance of our heuristic by comparing the partition obtained using this heuristic with the optimal partition for various values of \(N\). We assume that the performance of a partitioning algorithm is the inverse of the CPL of the task graph corresponding to the partition obtained using the algorithm. Let \(l\) be the CPL of the task graph corresponding to the partition obtained
using our Heuristic and $l_{\text{opt}}$ be the CPL of the task graph corresponding to the optimal partition. Let $p$ be the percentage of the performance of our heuristic relative to the optimal partitioning algorithm.

\[
\frac{1}{l_{\text{opt}}} \times \frac{p}{100} = \frac{1}{l} \Rightarrow p = \frac{l_{\text{opt}}}{l} \times 100.
\]

The following table summarizes the results obtained.

<table>
<thead>
<tr>
<th>$N$</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{\text{opt}}$</td>
<td>15</td>
<td>20</td>
<td>24</td>
<td>37</td>
<td>49</td>
<td>105</td>
<td>160</td>
<td>219</td>
<td>275</td>
<td>559</td>
<td>840</td>
<td>1125</td>
</tr>
<tr>
<td>$l$</td>
<td>15</td>
<td>26</td>
<td>37</td>
<td>59</td>
<td>81</td>
<td>191</td>
<td>301</td>
<td>411</td>
<td>521</td>
<td>1071</td>
<td>1621</td>
<td>2171</td>
</tr>
<tr>
<td>$p$</td>
<td>100</td>
<td>76.9</td>
<td>64.9</td>
<td>62.7</td>
<td>60.5</td>
<td>55.0</td>
<td>53.2</td>
<td>53.3</td>
<td>52.8</td>
<td>52.2</td>
<td>51.8</td>
<td>51.8</td>
</tr>
</tbody>
</table>

Figure 21 shows the plot of $p$ as a function of $N$. We see from the curve that as $N$ exceeds 25, $p$ starts to decrease very slowly. When $N$ reaches 50, the decrease in $p$ becomes almost negligible. We can safely conclude that the performance of our heuristic is above 50% of the performance of the optimal partitioning algorithm, for any value of $N$.

6.2.4 Using Sarkar’s Partitioning Method

Sarkar’s algorithm sorts all edges in the graph by their weight (heaviest first) and merges them in this order. Since all edges in the graph have the same weight, Sarkar’s method chooses edges to be merged randomly. Clearly, this could result in very poor performance.

7 Conclusions and Future Research

In this paper, we presented a heuristic for automatic program code partitioning for DMMs. Like most partitioning methods, our approach is compile-time. Given a weighted non-hierarchical (flat) Directed Acyclic Graph (DAG) representation of the program, we proposed a data-flow based partitioning method where all levels of parallelism available in the DAG
are exploited. The output of our algorithm is passed on as input to the scheduling phase. Due to the high cost of graph algorithms, it is not possible to come up with a heuristic that has very low cost and that gives good performance. Hence, we proposed a heuristic that gives reasonably good performance and that has relatively low cost. Our algorithm has a worst case time complexity of $O(EN^2)$. However as was explained earlier in this paper, for real applications, the average time complexity is expected to be $O(N(E+N))$. For fork and join DAGs, our heuristic gives optimal performance. For complete binary trees, the performance is more than 50% of the optimal one. We need to do more experiments using other kinds of regular DAGs and real life benchmarks to further test our heuristic and improve it.

In addition, we need to find ways to reduce the time complexity of our partitioning algorithm. Following are some methods that could be used to achieve this goal and optimize our proposed algorithm:

- Use incremental methods to determine CPL, ParSet(n), DepSet(n), perfect edges, safe edges, instead of recomputing them for each iteration of the algorithm. For instance, we could try to express the CPL at step $n$ as a function of the CPL at step $n-1$ and the way the merger is done at step $n$.

  Tao Yang [2, 12, 13] uses an incremental way to determine the CPL of a task graph. He defines the $tlevel$ and $blevel$ of a node $n$ in a DAG to be the length of the longest path from an entry node to $n$, excluding the weight of $n$, and the length of the longest path from $n$ to an exit node respectively. Then he defines the priority $PRIO(n)$ of the node $n$ to be $tlevel(n) + blevel(n)$. It is easy to see that the node with the highest priority belongs to the critical path. Using these definitions, Tao Yang was able to make the choice of the edge to be zeroed (i.e. merged) without having to compute the critical path of the task graph, and in an incremental manner. It would be interesting to see if we can use a method similar to his, to determine the edge to be merged in our partitioning algorithm.

- Find optimal solution for restricted classes of DAGs.

  We expect that the time complexity of our algorithm becomes much lower when we restrict ourselves to special classes of DAGs. For instance for DAGs for which the nodes have at most one output edge, there are some properties that could enable us to find the edge to be merged in a much cheaper way. Also, we can study DAGs for which each node has at most one input edge (trees).

- In our partitioning algorithm, we keep merging tasks until we reach the coarsest partition (i.e. the partition consisting of a single task). We accept the merger even if it results in an increase in PARTIME. If we can find a way to stop the merging process much earlier without sacrificing performance, then we will have a reduction in the time complexity of the algorithm without losing any performance.

Furthermore, an interesting question to answer would be: if heuristic $H_1$ gives larger improvements between successive merging iterations than heuristic $H_2$, does that mean that $H_1$ performs better than $H_2$?
Finally, an interesting future research would be to investigate merging more than 2 nodes in the task graph (i.e. tasks) at a time. This will be the topic of future research.
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