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Abstract

In the development of large scale multiprocessor systems and parallel applications, it is critical to predict performance before physical implementation. Software simulations and analytical models are widely used for this purpose. However, software simulations are time-consuming and resource-intensive and it is difficult or even impossible to simulate realistic applications on large target systems. Furthermore, the predictive power of conventional analytical models is very limited. The major goal of this thesis is to explore a methodology to predict accurately the performance of very large applications executed on large-scale multiprocessors.

In this thesis an empirical modeling methodology is developed for shared-memory applications. In this methodology, a few samples of a performance metric are collected by simulating small problems on small system configurations. Additionally, a parametric model of the metric is found through static data-sharing analysis. We limit ourselves to scientific SPMD applications, in which data-sharing can be quantified by analyzing the array indexes of shared data structures. A statistical robust parameter estimation technique is then applied to estimate the parameters of the model. The outcome is an analytical model to predict the value of the metric. Although the ultimate measure of performance is the execution time, we focus on the cold and coherence misses, which are essential in parallel applications.

With this modeling technique, we have achieved quick and accurate performance predictions for problems and systems that are so large that they are difficult or even impossible to simulate. In most cases, the prediction error falls below 1%. This result demon-
strates that prediction based on empirical models is extremely accurate even for applications whose behavioral characteristics are irregular.

Because the data-sharing analysis is applicable not only to the number of cache misses but also to other performance metrics such as the numbers of instructions and data accesses, it could be used to predict the execution time in many cases. With the help of a parallelizing compiler, we can envision that the whole modeling procedure can be part of an evaluation framework to develop large scale applications and architectures for high-performance scientific computing.
Keywords: Empirical Modeling, Performance Prediction, Sharing Analysis, scientific SPMD applications, Curve Fitting, Robust Parameter estimation, Shared-Memory Multiprocessors, Cache, Cache Misses
Chapter 1

INTRODUCTION

To evaluate high performance shared-memory multiprocessor systems, researchers and designers can compare designs through software simulations without building hardware prototypes. A set of potential application programs are ported and run on the simulator for diverse possible configurations of the architecture. Various types of performance metrics can be obtained. Unfortunately, software simulations are usually slow and consume large amounts of memory, which limits the problem sizes and target systems to be simulated. As the data set size and the number of processors [36, 56] grow, the amount of memory needed to store the code and the data for both the simulator and the application program may become prohibitive. Moreover, the simulation time often increases much faster than the data set size and the number of processors. This explains why simulation results are only reported on small data sets and small systems while researchers still want to see how their design performs for very large problems.

A tempting approach is to build analytical models and to employ them for driving software simulators. In the past, analytical models have been widely used. Synthetic, parameterized workloads mimic the behaviors of real programs so that the architectures can be compared. Analytical models are useful for several reasons. First, they can be used in quick performance evaluation to prune the design space. Second, analytical models help understand the workload and its characteristics when various parameters are changed. Finally, if extrapolation can be done reliably, the model is used to predict workload behav-
ior and architecture performance for the cases that would be very difficult or even impossible to simulate.

Existing analytical models are structural models abstracted from the expected behavior of the workload and formalized with a set of statistically defined parameters. For example, in [24], a stochastic model was developed in which the workload is characterized by the probabilities of accessing and modifying a shared block. Whereas the model can drive an architecture simulation and show the effects of the parameter values, it is in general difficult to estimate the parameters of the model for a particular application, let alone to estimate the effects of variables such as the data set size or the number of processors in the underlying system. Thus a model is only valid for a particular application with a given data set size and a given number of processors.

Because simulation and general-purpose hardware have become so efficient, it is now possible to develop empirical models. In an empirical performance model, a few samples of performance metrics are collected by simulating a few small-size problems running on small systems. Additionally, the magnitude orders of those performance metrics are found from static workload analysis. Then, statistical extrapolation techniques produce an analytical model which can be applied to estimate the values of performance metrics for realistically large data set size and number of processors.

In this thesis, an empirical technique for modeling cache misses due to data sharing and interprocessor communication is introduced. Although the ultimate measure of performance is the execution time, cache misses have been at the center of attention because of their significant impacts on execution time. In a parallel system, a large number of cache misses stem from the data-sharing among processors as specified in program statements. These data-sharing misses can be estimated through the analysis of data-sharing in parallel applications.
Due to its importance in the performance evaluation of parallel computer systems, data-sharing analysis has been a popular research subject. Many researchers suggested their own analysis methodology and introduced diverse analytical performance models established on top of the knowledge they earned from the sharing analysis. The sharing analysis can be carried on from the traces collected from the actual execution of parallel programs, or directly from the parallel application codes. In general, trace-collection facilities are not so widely available and the traces are valid only for the hardware and software configurations from which they are collected. For these reasons, the accuracy and generality of data-sharing analysis is better when the application codes are used.

One of the most general application classes of parallel systems is scientific computations programmed in the Single-Program-Multiple-Data (SPMD) model. As the speed of today’s computer systems gets ever faster, the amount of data to be processed is accordingly growing. These data objects are normally represented by array data structures and the computations on them are performed within iterative loops such as the for loop construct. The information regarding the memory locations of the data objects that a processor accesses is given in the program. That is to say, the index expressions of array variable bear the information regarding possible data-sharing in the program. Therefore, the data-sharing analysis must start with array index expression analysis.

The SUIF compiler [40, 73] is the product of the one of the state-of-the-art research in this field. The SUIF compiler statically analyzes the locality of data accesses in a sequential program and produces a parallel program that can be run with minimized amount of data-sharing or data communication among the processors. The locality analysis in the SUIF compiler is done on top of the index expression analysis. Their target application area is dense matrix computations. Indeed, the array index expressions in general scientific applications such as those in SPLASH [67] and SPLASH-2 [82] benchmarks are generally too complicated to perform array index expression analysis. This is
why the researchers participating in the development of the SUIF compiler confine themselves to dense matrix computations.

The people in the High Performance Fortran Forum [42] perceived that static array index expression analysis is too complex unless the compiler is provided with useful information so that it can generate high performance parallel codes. To achieve this goal, they develop High Performance Fortran (HPF), a language in which added directives guide the compiler in decisions about some fundamental factors affecting the performance of a parallel program such as the degree of available parallelism, exploitation of data locality, and choice of appropriate task granularity. HPF directives appear as structured comments that suggest implementation strategies or assert facts about a program to the compiler.

In another active project called ALPSTONE [16, 45], a formal description of data access behavior in a parallel application is provided as an input to the data-sharing analyzer, instead of the actual program codes.

These projects are evidence that data-sharing analysis based on array index expression analysis is hard to make and a tempting approach is to provide the sharing analyzer with formally described sharing information. This information can be obtained in many ways. In HPF or ALPSTONE, the programmer or researcher must understand the behavioral characteristics of the underlying algorithms in their parallel applications beforehand. Based on this understanding, they can specify the sharing information according to the pre-defined syntax of the description tools.

In this research, the data-sharing analysis does not need the knowledge regarding the sharing activities in an application. Instead, the translation of the source code into a formal description called the Access Pattern Description Statement (APDS) is merely necessary. The core of this research is to establish a systematic method with which the APDS can be easily constructed from the given parallel applications. The APDS can then be input to the analyzer to compute the magnitude order of the number of data references and
the number of cache misses in the big-oh notation. The outputs of the sharing analyzer are used in the curve fitting stage together with previously collected simulation samples to find the numerical expression for the best fit curve, where two independent variables are the data set size and the number of processors. The final results are the empirical models for the miss rates and, as will be seen later, they are extremely accurate.

To establish a method to translate the source code into an APDS, we should first characterize the data-sharing patterns for various types of array index expressions that are found in general scientific parallel applications. First of all, data-sharing is not observed at every moment during the execution of a parallel program. Rather, it takes place only when certain necessary conditions are met. Therefore, we first investigated what are these conditions and which types of factors are associated with them. In practice, the number of possible values that the sharing factors can take is so large that they need to be categorized into a finite number of groups. Although fine grouping may increase the accuracy of sharing analysis, complicated treatments of minute differences among the categories often degrade the efficiency of the work. Our policy is to keep the categories as coarse as possible while a certain level of analysis accuracy is maintained. The next step is to map the array index expressions in application codes into the groups that we have defined.

Generally, the overall quality of an analysis and modeling technique is determined by comparing the resulting analytical models against the experimental results. In addition, the prediction accuracy for very large data sets and processor numbers is also important in judging the usefulness of analytical models. Once the model is shown to be accurate, the whole technique including the definition of sharing factors, grouping their values into categories, capturing the values of sharing factors from applications and formalizing the factors into a numeric expression is appraised to be accurate, as well. In this regard, the extreme accuracy of our empirical models for miss rates based on sharing analysis is evidence to the high quality of the modeling technique introduced in this thesis.
1.1 Overview

Figure 1 shows the overall empirical performance modeling procedure with respect to the data set size $N$. It is largely composed of three subprocedures: sharing analysis, sample collection, and curve fitting. The first component is to establish polynomial expressions (models) for the magnitude order of the number of cache misses in the $\text{big-oh}$ notation (Figure 1, boxes 1, 2, 3). This step is the core of the work. Performance data are then collected by simulating the execution of the program with small data set (boxes 4, 5, 6). Then, the robust parameter estimation technique (box 7) is used to find the best fit numerical expression (models) for each performance metric (box 8).

![Diagram showing the procedure](image.png)

Figure 1. Overview: miss rate prediction system.
Since our target is the miss rate, the numbers of data references and cache misses are first modeled in terms of data set size and number of processors. Prediction is performed by substituting a large value of data set size into the model obtained in boxes 7 and 8. The same can be done with \( P \), the number of processors.

1.2 Scope of the Thesis

In shared-memory multiprocessor systems, the mechanisms to maintain data consistency are broadly classified into write-invalidate protocols and write-update protocols [74]. In this thesis, among many possible protocols, we only consider a three state write-invalidate protocol [74]. However, since the source of all coherency events in as protocol is commonly the data sharing which is inherent in applications, the methodology introduced in this thesis can be applied to other protocols.

In addition, among parallel applications, we consider scientific SPMD programs since they are the most popular primarily due to the ease of program coding. The benchmark applications used in our research are from the SPLASH [67] and SPLASH-2 [82] benchmark suites.

In the simulation, the caches have infinite size. This helps fully understand the data-sharing effects by eliminating the replacement misses.

1.3 Organization of the Thesis

This thesis is organized as follows.

Chapter 2 provides the basic background knowledge for the work in this thesis. A set of issues that often characterize parallel programs are briefly introduced. The issues include data partitioning, task scheduling, and synchronization. In addition, we extract the essential features of scientific SPMD programs. These features of SPMD programs are at the foundation of our research.
Recall that the empirical models to be built in this thesis will be able to predict the miss rates for very large data sets and number of processors. That is to say, the only two independent variables in the model are the data set size and the number of processors, and the number of data references and the number of cache misses should be dependent on them. A simple, but important, illustration that the number of cache misses is proportional to the two independent variables in the model is given in Chapter 2. At the end of this chapter is found the mathematical presentation of the curve fitting technique is given.

At the beginning stage of the work, we needed a sound evidence that miss rates vary along with the data set size of an application. Chapter 3 presents our very first models. These miss rate models were established based on a simple algorithmic complexity analysis idea instead of the sharing analysis. In this chapter, a small table that collectively shows the empirical models and predictions results of the benchmarks is given. The results for individual applications are put into the Appendix A.

Encouraged by the accurate prediction results of the model in Chapter 3, we started the actual research, i.e., the construction of empirical models for cache miss rates based on the sharing analysis. When investigating the data-sharing patterns in Chapter 4, we do not focus on the cache misses, yet. First, the sharing factors that affect the amount of data-sharing are defined. Once we understand the sharing factors and the ways they affect data-sharing, the array index expression analysis (or, data-sharing analysis) is carried on. The components used in array index expressions and the composite index expressions composed of the index expression components are enumerated. The data-sharing patterns for all types of index expressions are also provided. At this moment, the effects of the data set size and the number of processors on the amount of data-sharing are discussed.

In Chapter 5, the models for the number of data references and the number of cache misses are built based on the knowledge we obtained in Chapter 4. The ideas about
the data-sharing patterns are briefly summarized to apply them to measuring cache misses. Since there are usually many shared arrays whose behavioral characteristics are distinct from each other, individual arrays are dealt with separately. A miss rate model is established for each shared array. The global miss rate model is then built by summing up those models. At the end of the chapter, formal algorithms to count the number of data references and the number of cache misses are provided.

The prediction results of the empirical models built in Chapter 5 are tabulated in Chapter 6. For each application, two tables are shown; one for the prediction for large data sets and the other for large number of processors. The full descriptions of each application, their behavioral characteristics and APDS, and the simulation results for various data sets are all summarized in this chapter. Finally, the improvements of the prediction accuracy of the models established based on the sharing analysis over the crude models built in Chapter 3 are tabulated.

The concluding remarks of this thesis are given in Chapter 7 and the related work of other researchers follows in Chapter 8.
Chapter 2

BACKGROUND

2.1 Parallel Programming

We first summarize fundamental issues in parallel programming and relevant characteristics of scientific SPMD programs. Generally, parallel programs involve:

• partitioning of the computation into tasks,
• distribution of tasks among processes,
• coordination of data accesses and communication, and
• assignment of processes to processors.

2.1.1 Data Partitioning and Distribution

Data partitioning and distribution are usually independent of the underlying architecture. They determine how the work is broken up among cooperating processes. In many classes of applications, especially in scientific applications, the partitioning of the data and of the task are so strongly related that it is unnecessary to distinguish them. Therefore, we regard them as equivalent and focus on data partitioning.

The data partitions may or may not be of equal size. We refer to these two cases as uniform or nonuniform partitioning, respectively. Uniform partitioning is preferred when data partitioning is based on the memory locations of data (location-dependent partitioning) due to several reasons. First, it is simple to devise an algorithm and to write a program. Second, performance analysis and prediction are easy. Finally, one can achieve
well-balanced workloads. Data partitioning may also be based on data values (value-dependent partitioning). This approach is usually taken when the program behavior is dependent on the values of data and the data partitions may be either uniform or nonuniform. Unlike location-dependent partitioning, we cannot statically understand or predict the runtime behavior of applications especially when data are nonuniformly partitioned. Therefore, applications with nonuniform value-dependent data partitioning are not considered in our research.

In parallel programs, shared data structures are partitioned and distributed among processors. We define the processor associated to a particular data to be the Home of the data. The home is of great interest since most accesses to a data are made by home because data partition is intended to maintain the locality of accesses and to reduce communication overheads. Additional accesses to the data may be made by other processors between two consecutive access runs by the Home.

Data structures are typically partitioned in block, cyclic, block-cyclic or random manner. Assume $P$ processes and an $N$-element shared array which is partitioned into $b$-element blocks. In block partitioning, an array is broken into $P$ pieces of equal size ($b = N/P$). The block size varies with the data set size and the number of processes. In cyclic partitioning, each element is considered as a block ($b = 1$). In block-cyclic methods, $bk = N/P$ where $k$ is an arbitrary positive integer so that $k$ blocks are allocated to the same process in a particular manner such as round-robin. In cyclic and block-cyclic partitioning, the block size is fixed regardless of data set size or number of processes. Finally, the array can also be randomly partitioned into blocks of arbitrary size which varies in an unspecified manner as the data set size and the number of processes change.
2.1.2 Process Coordination and Task Assignment

The purpose of the coordination and assignment is to use available mechanisms to accomplish the following goals correctly and efficiently.

2.1.2.1 Naming and Accessing Shared Data

The fundamental issues in naming are: which shared data can be addressed at the hardware or user level, how they are addressed, and which operations are provided to access them. In distributed address space systems, the data in each processing element are independently managed so that remote processing elements cannot directly access them. In shared address space systems, all processes are able to access any shared data location with a single memory operation. A shared address space means that, when an address is generated by a processor, the hardware will access the specified memory location without
additional processor intervention regardless of where the data is located in the system. In my research, only shared address space systems are considered.

2.1.2.2 Data Communication

Communication among processes is done by either *message passing* or *shared-memory accesses*. In the message-passing paradigm, the sending and receiving of messages are implemented by specific primitives which are the basis of orchestrating individual activities. Shared memory systems employ conventional memory operations to provide data communication through shared addresses as well as special atomic operations such as lock or test-and-set. The communication model adopted in our study is the shared memory.

2.1.2.3 Interprocessor Synchronization and Execution Ordering

In message passing, a synchronization event is implicitly associated with the transmission or arrival of a message. At the hardware level, an event causes either a program on a processor or a state machine controller to take some action. At the user level, returning from the send call implicitly conveys synchronization information as does returning from the receive call. On the other hand, in shared address spaces, additional operations using synchronization primitives such as locks are required to enforce mutual exclusion. In addition, other primitives such as pauses and barriers are also used for correct execution ordering and interprocessor synchronization.

2.1.2.4 Concurrent Task Scheduling

In the management of parallelism, load balancing can be achieved by a *static* or *dynamic* assignment of concurrent tasks to processors. A *static* assignment is typically an algorithmic matter where the allocation of tasks to processors depends on the data set size, the number of processors and data partitioning. In many SPMD applications, the number
of processes and the number of processors are identical and a particular process is tied to a specific processor. Static techniques do not cause much task management overhead. However, for the sake of good load balance, the work in each task must be predictable.

Dynamic techniques are categorized into two classes. In semi-static techniques, the assignment is determined algorithmically before a computation phase but assignments are recomputed periodically for better load balance. The task granularity in semi-static assignments is predictable between successive time-steps. As in static techniques, a particular process is assigned in each execution phase to a specified processor. Dynamic tasking handles the cases where the task granularity or the machine environment is unpredictable. In this approach, the program specifies a mechanism by which tasks are assigned to processors during the computation. Essentially, a pool of available tasks is maintained, and each process repeatedly takes a task from the pool and executes it until there are no tasks remaining.

To summarize, dynamic techniques are adopted for runtime load balancing when the work to be done by a processor is not predictable. While they generally provide good load balance, task management is expensive. Static techniques are therefore usually preferable when they can provide good load balance and are, thus, used in the majority of scientific applications. Also, semi-static techniques are very common. In our study, since the dynamic task assignment is too difficult to statically model or analyze, we focus on static and semi-static task assignment techniques. That is to say, the benchmarks used in our study can associate tasks with processors in a way that each process runs on exactly one and only one processor and there is no task migration.

2.1.3 Summary

The common characteristics of applications we use in the study are summarized below. In addition, the applications in SPLASH and SPLASH 2 benchmark suites are tab-
ulated in Table 1 with their characteristics related to task partitioning and assignment.

- Programs are running on the shared address space system,
- number of processes is equal to that of processors,
- data communication is achieved through shared data,
- representative synchronization primitives are locks, pauses and barriers,
- tasks are assigned to processors in static or semi-static manner, and
- no task migration is allowed.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Task partitioning</th>
<th>Task assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Partition Size</td>
<td>Location-or Value-dependent</td>
</tr>
<tr>
<td>LU</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>MP3D</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>WATER</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>OCEAN</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>FFT</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>BARNES-HUT</td>
<td>Uniform</td>
<td>Value</td>
</tr>
<tr>
<td>RADIX</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>FMM</td>
<td>Nonuniform</td>
<td>Value</td>
</tr>
<tr>
<td>CHOLESKY</td>
<td>Nonuniform</td>
<td>Value</td>
</tr>
<tr>
<td>LOCUSROUTE</td>
<td>Nonuniform</td>
<td>Value</td>
</tr>
<tr>
<td>PTHOR</td>
<td>Nonuniform</td>
<td>Value</td>
</tr>
<tr>
<td>RAYTRACE</td>
<td>Uniform</td>
<td>Location</td>
</tr>
<tr>
<td>RADIOSITY</td>
<td>Nonuniform</td>
<td>Value</td>
</tr>
<tr>
<td>VOLREND</td>
<td>Uniform</td>
<td>Location</td>
</tr>
</tbody>
</table>

Table 1. Parallel application characteristics.

2.2 SPMD Programs

In scientific applications, computers are used to simulate physical phenomena that are usually impossible or very costly to observe through empirical means by discretizing continuous problems in both space and time into numerically approximated algorithms.
Discretized times are represented as *time-steps* in programs and discretized spaces form large regular grids or *arrays*. The computations executed on array elements are *uniform*, and the most popular program structure for uniform computations is *iterative loops* such as for loops.

Typically in SPMD programs, all processes are *symmetric* and execute a *common stream of instructions*. Therefore, the most suitable problems for SPMD style are the ones with large amounts of uniform computations which can be partitioned and executed by multiple processes, simultaneously. In consequence, many scientific applications nowadays are programmed in the SPMD style. Now, we summarize a set of observations regarding scientific SPMD programs.

**Observation 1.** (*Iterative program structure*) Discretized times in scientific applications are implemented as time-steps in programs.

**Observation 2.** (*Array data structure*) Discretized spaces in scientific applications are represented as array data structures.

**Observation 3.** (*Data homogeneity*) The elements in an array are homogeneous in the sense that the computations executed on them are uniform or identical.

**Observation 4.** (*Iterative computation loop*) Uniform computations on array elements are implemented by iterative loops. The iterative loop in SPMD programs mentioned in Observation 4 is equivalent to the FORALL loop [42].

**Observation 5.** (*Processor symmetry*) The processors are symmetric or identical and they execute a single instruction stream on their portion of partitioned array.

### 2.2.1 SPMD Programs on Shared-Memory Systems

Initially, a single process called a master process is started by the operating system. The master process performs initialization procedures required for parallel processing of
operations in the program. Then, it creates worker processes, or slave processors, which directly enter the parallel section. The master process itself enters the parallel section so that all created processes execute the same code image until they exit from the program and terminate. This does not mean they proceed in lock-step manner or even execute the same instructions at a given moment since they may follow different control paths in the code.

Control over the shared data distribution and the assignment of work to processors are maintained by private variables that acquire distinct values for different processes. For instance, every process obtains a unique process identifier between 0 to the number of processors minus one upon the creation. This pid is used to determine which data partitions are assigned to which processes by calculating the array indices of each chunk of data. Such private variables are used as loop bounds to limit the address space of partitioned portion of a shared array. The code that performs the actual computations is essentially identical to that in the sequential program.

2.2.2 Data Communication

Data communication, or data-sharing, is of great significance since it causes performance degradation due to the coherency overhead for the correct execution of programs. This is why the reduction of data-sharing and its overhead has been one of the most important goals in parallel processing. To this goal, many efforts have been made to better analyze and model data-sharing.

In this section, we like to provide the first intuition that data-sharing is defined by the index expressions of shared arrays and the amount of data-sharing can be estimated from the values of array index components. In addition, we also like to show how the amount of data-sharing is dependent on both data set size and number of processors. Complete discussions will be made in Sections 4 and 5.
As pointed in Observation 4, the computations in SPMD programs are performed within FORALL loops. During the parallel execution, the loop control variables take the values bounded by the index range of array elements allocated to each processor. The array element designated by the loop variables is called the center of computation. Elements that participate in the computation are called the participating data or participant(s)\(^1\). In general, the indices of participants are expressed numerically using the loop control variables, constant numbers, or some other general variables. Then, the primary factors affecting data-sharing are:

- data set size and number of processors
- data partitioning method, and
- distance of participating data from the center of computation

In addition, the number of participating data and the dimensions of shared array also influence the data-sharing as will be seen in Sections 4 and 5.

The distance between the center of computation and each participant is denoted by \(d\) and its possible values are \(d_1\), \(d_c\), \(d_v\), and \(d_r\), which stand for the unit distance (adjacent elements), constant distance, variable distance, and random distance respectively. \(Variable\) and \(constant\) are distinguished according to whether the distance is dependent on the data set size or the number of processors, or not. See the example program in Figure 3 (a) where an \(N\)-element array (\(N=16\)) is partitioned into blocks and distributed to \(P\) processors (lines 1, 2, 3). In each iteration of the \(\text{forall}\) loop (line 4), the center of computation is \(A[1]\) (line 5). The distances between participants in lines 6 through 9 from the center of computation are shown in Figure 3 (b). Note that a variable \(r\) in line 8 and 12 is the one whose value can be only known at run time. The number of participants is similarly defined and denoted by \(n_1\), \(n_c\), \(n_v\), or \(n_r\) (Figure 3 (a), lines 10 through 14 and Figure 3 (c)). Arrays can

---

\(^1\) Formal definitions of the center of computations and participants will be made in Section 4.1.3.
1. int A[N];  // array of N integers */
2. int first = N / P * my_pid;  // block partitioning */
3. int last = N / P * (my_pid + 1); /* block partitioning */
4. FOR (I=first; I<last; I++) {
5.      ... A[I] ...;  // center of computation */
6.      ... A[I+1] ...;  /* d = d_1 */
7.      ... A[I+3] ...;  /* d = d_c = 3 */
8.      ... A[I+r] ...;  /* d = d_i * r */
9.      ... A[I+N/2] ...;  /* d = d_v = N/2 */
10.     ... A[I+1] ...;  /* n = n_1 */
11.     ... A[I-1], A[I+1] ...;  /* n = n_c = 3 */
12.     ... A[I+1] to A[I+r] ...;  /* n = n_i * r */
13.     FOR (J=0; J<N/2; J++)
14.      ... A[I+J] ...;  /* n = n_v = N/2 */
15. }

(a) Program

\[ d_1 = \text{random} \]
\[ d_c = 3 \]
\[ d_i = N/2 \]

(b) distance

(c) number of associated data

Figure 3. Data-sharing parameters: distance and number of associated data.

be block \((p_b)\), block-cyclic \((p_{bc})\), cyclic \((p_c)\) or random \((p_r)\) partitioned. Finally, the array may be one-, two-, or higher dimensional.

Following examples show how the factors mentioned above influence the amount of data-sharing. Among many combinations of possible cases, we present a few examples
where one- and two-dimensional arrays are partitioned in $p_b$ and $p_{bc}$ manner with $d=1$ and, $n_c=2$ and $n_c=4$. A 16 element one-dimensional array and a 16x16 element two-dimensional array are partitioned between two processors into variable size blocks ($p_b$) and fixed size blocks ($p_{bc}$) in Figure 4 (a) and (b), respectively. In general, the data set size and the number of processors proportionally affect the amount of data-sharing. In Figure 4, we see that the amount of data-sharing does not change when the size of a block-partitioned one-dimensional array grows. It is because the block size varies with the data set size. The number of processors in $p_{bc}$ does not affect the amount of data-sharing, either, since two adjacent processors share the same amount of data regardless of the number of processors. The shaded areas in Figure 4 (b) indicate the set of data shared by $p_0$ and $p_1$, and $p_1$ and $p_2$.

![Figure 4](image.png)

Figure 4. Effect of data set size and the number of processors on data-sharing.
In addition, a computation may apply to data elements of different arrays. There are two possibilities. First, the memory locations of an array and other arrays are dependent. That is, the indices of array elements in an array are given by functions of index variables which are also used for other array elements. In this case, both arrays normally have the same size and are partitioned in the same manner. Second, the array indices of two arrays are independent. For example, memory locations of array elements of an array are the results of earlier computations while the elements of other arrays are specified by a loop control variable. Then, we regard the data location designated by earlier computation results as random. The Cells and Ares in MP3D, ctab and itab in BARNES-HUT and key in RADIX are such arrays. Generally, these arrays cause large amount of data-sharing, especially when the size of secondary array is much smaller than that of main array (Cells and ctab).

In consequence, the amount of data-sharing varies along with the data set size, the number of processors or both as well as with the access distance of a participant, the number of participating data elements and the partitioning method.
2.2.3 Number of Iterations

The data-sharing analysis discussed so far deals with data sharing within an iteration. Another factor that affects the amount of data-sharing is the number of iterations or time-steps in an application. The total amount of data-sharing can be computed by multiplying the amount of data-sharing within an iteration by the number of time-steps.

2.3 Cache Misses

In cache-coherent shared-memory systems, some shared data accesses must be accompanied by data or signal transfers between the processor modules and memory modules. The occurrence of events that cause such transactions depends on the coherency protocol. We will use a bus-based three-state writeback invalidation protocol where possible cache block states are invalid, shared or dirty as in Figure 6. It is assumed that, when a processor executes a write operation, an invalidation signal is broadcast through the bus to all other processors so that only one signal suffices and no acknowledgment collection is required. Furthermore, when a processor has a dirty block copy, it must write the block back on receiving the invalidation signal.

![Figure 6. Bus-based 3-state write-back invalidation protocol and coherency events.](image)
Figure 7 illustrates the coherency transactions performed in the three-state write-back invalidation protocol (Figure 6) to maintain data consistency. All coherency transactions are assumed to be initiated by P_i, and P_j is an arbitrary processor other than P_i. The circles denote processors and state changes of shared data block are placed over them. Shaded arrows denote the paths of data or coherence messages.

(a) Read miss with writeback  
(b) Read miss without writeback  
(c) Write miss with writeback  

(d) Write miss without writeback  
(e) Write hit with invalidation

Figure 7. Coherency events in bus-based 3-state write-back invalidation protocol.

- **Read miss with writeback**: P_i experiences a read miss when P_j has a dirty copy in its cache. Then, P_i sends a request message for a copy of the block first. P_j must perform a writeback when it receives a signal so that a recent copy can be supplied to P_i. A copy of a block can be sent to P_i from either P_j or memory module. The former case shown in the figure.

- **Read miss without writeback**: P_i experiences a read miss when no processor has a dirty copy of the block. That is to say, other processors may have either a clean copy
or none. In this case, a copy of the block must be provided from either processor with a clean copy or a memory module. The figure shows the latter case.

- **Write miss with writeback**: $P_i$ experiences a write miss when $P_j$ has a dirty copy of data. $P_i$ sends a request and $P_j$ should writeback its dirty copy of data when a signal arrives. Then, similarly to the case of Figure 7 (a), a copy of the block is eventually supplied by $P_j$.

- **Write miss without writeback**: $P_i$ experiences a write miss when no cache has a dirty copy. Some processors may have a clean copy. The clean copies in other processors must be invalidated. Then a copy will be sent to $P_i$ from either any one processor or the memory. Memory sends a copy in the figure.

- **Write hit with invalidation**: $P_i$ experiences a write hit when $P_j$ has a clean copy. This is the only case when a cache hit initiates a coherency transaction. The clean copies in other processors must be invalidated due to the write operation of $P_i$.

### 2.3.1 Cache Miss Classification

In a system with infinite caches, traditionally, cache misses are classified as *cold misses* or *invalidation misses*. A cold miss is the first miss to a block by a processor; invalidation misses are all other misses and are caused by invalidations. For precise performance analysis, researchers have built schemes to classify the misses [29, 76].

In our research, since we like to concentrate the effect of data-sharing without the effects of *replacement misses*, we assume infinite caches. The classification algorithm introduced by Dubois *et al.* [26] is used in this proposal. If a cold miss is preceded by an update from another processor, it is classified as a *cold true sharing miss* (CTSM) or as a *cold false sharing miss* (CFSM) depending on whether the updated value is communicated to processors during the lifetime of the block in the cache. *Pure cold misses* (PCM) are not
preceded by an update from a different processor. Among invalidation misses we distinguish between *pure true sharing misses* (PTSM) and *pure false sharing misses* (PFOM). As opposed to a pure false sharing miss, a pure true sharing miss communicates a new data value to a processor.

The PCM, CTSM, CFOM and PTSM are called *essential misses* and their numbers cannot be reduced. The PFOM are called *useless misses* and they can be reduced by changing the hardware configuration of underlying systems or coherency protocols.

### 2.4 Curve Fitting

Generally, an *estimator* \( y(x) = y(x; a_1, ..., a_M) \) is a linear combination of any \( M \) specified functions of independent variable \( x \) and unknown coefficients \( a_j \), where the general linear combination is

\[
y(x) = a_1 x + a_2 x^2 + ... + a_M x^{M-1} = \sum_{k=1}^{M} a_k X_k(x) \tag{Eq. 1}
\]

where \( X_k(x) \) are called the basis functions which can be nonlinear functions of \( x \) such as sines, cosines or exponential functions. The term “linear” only refers to the dependence of the model on its parameters, \( a_j \). A procedure to find the coefficients called *parameter estimation* [47, 61] consists in fitting \( N \) data points \( (x_i, y_i), i=1, ..., N \), to an estimator with \( M \) adjustable parameters, \( a_j, j=1, ..., M \). Two types of estimators, least-square and robust estimators, will be used in my thesis.

#### 2.4.1 Least-Square Estimators

Suppose the measurement errors for every observed data point \( y_i \) are independent and identically distributed random variables with a normal (Gaussian) distribution around the exact model \( y(x) \). The probability (likelihood) of occurrence of the data points is the product of the probabilities of occurrence of every point [79]
\[ P = \prod_{i=1}^{N} \left\{ \exp \left[ -\frac{1}{2} \left( \frac{y_i - y(x_i)}{\sigma_i} \right)^2 \right] \right\} \Delta y \]  

(Eq. 2)

where \( N \) and \( \Delta y \) are constants. Thus, given \( N \) data points \((x_i, y_i), i=1,...,N\), to maximize the likelihood function we must find the parameter values that minimize \( \sum_{i=1}^{N} \left[ \frac{y_i - y(x_i, a_1,..., a_M)}{\sigma_i} \right]^2 \).

Then, the solutions are given as [61]

\[ a_j = \sum_{k=1}^{M} [a_k]^T \beta_k \]  

with

\[ \alpha_{jk} = \sum_{i=1}^{N} \frac{X_j(x_i)X_k(x_i)}{\sigma_i^2} \]  

or equivalently \( [\alpha] = A^T \cdot A \), where \( A_{ij} = \frac{X_j(x_i)}{\sigma_i} \)  

(Eq. 4)

and \( \beta_j = \sum_{i=1}^{N} \frac{y_i X_k(x_i)}{\sigma_i^2} \)  

or equivalently \( [\beta] = A^T \cdot b \), where \( b_j = \frac{y_j}{\sigma_j} \)  

(Eq. 5)

where \( \sigma_i \) is the measurement error of the \( i^{th} \) data point. If not known, \( \sigma_i \) may be set to the constant value, for example, \( \sigma_i = 1 \) [61].

2.4.2 Robust Estimators

Robust estimators are less sensitive than least-square estimators to departures from the idealized assumptions for which the estimator is optimized. Such departures are due to outliers which do not follow the general trend and thus distort the estimation. Instead of Eq. 2, the likelihood function for a robust estimator is given by [43]

\[ P = \prod_{i=1}^{N} \left\{ \exp \left[ -\rho(y_i, y(x_i, a_1,..., a_M)) \right] \right\} \Delta y \]  

(Eq. 6)

where \( \rho \) is the negative logarithm of the probability density of measurement error. In case of local \( M \)-estimator, \( \rho \) is only dependent on the difference of measured \( y_i \) and predicted \( y(x_i) \) when scaled by some weight factors \( \sigma_i \) for each point. Then, \( \rho \) becomes a function of a single variable \( z = \frac{(y_i - y(x_i))}{\sigma_i} \). Therefore, maximizing Eq. 6 is equivalent to minimizing \( (a = a_1,..., a_M) \).
\[ \sum_{i=1}^{N} \rho \left( \frac{y_i - y(x_i; \mathbf{a})}{\sigma_i} \right) \]  

(Eq. 7)

over \( \mathbf{a} \). Solving Eq. 7 is finally equivalent to solving the M simultaneous equations [47]

\[ \sum_{i=1}^{N} \psi \left( \frac{y_i - y(x_i; \mathbf{a})}{\sigma_i} \right) \alpha_j \left( x_i \right) = 0, \quad j = 1, 2, ..., M \quad \text{where} \quad \psi = \frac{d \rho}{d \varepsilon} \]  

(Eq. 8)

The solution, called the weighted least squares method [49], is iterative and starts with an initial estimate of \( \mathbf{a} \) obtained by the least square method. In [43], we have \( \mathbf{a}_2 = (\mathbf{A}^T \mathbf{W} \mathbf{A})^{-1} \mathbf{A}^T \mathbf{W} \mathbf{Y} \), where \( \mathbf{A} \) is an \( N \times N \) matrix with \( A_{ij} = \frac{X_j(x_i)}{\sigma_j} \) and \( \mathbf{Y} = [y_i] \). \( \mathbf{W} \) is a diagonal matrix of \( w_i \), defined as

\[ w_i = \frac{(\psi(y_i - y(x_i; \mathbf{a}))/\sigma_i)}{(y_i - y(x_i; \mathbf{a}))/\sigma_i} \quad i = 1, 2, ..., N \]  

(Eq. 9)

There are several possible choices for the weight functions. In this paper, we use Cauchy’s function, so that \( \rho(z) = \ln(1 + z^2) \) and \( \psi(z) = 2z/(1 + z^2) \). When \( \sigma_i \) is unknown, it must be estimated. Among many suggestions [43], \( \sigma_i = \sqrt{(y_i - y(x_i; \mathbf{a}))^2/N} \) is used in this paper.

### 2.4.3 Computation Time

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
<th>Multiply/Adds (Upper-bound)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\alpha</td>
<td>= \mathbf{A}^T \mathbf{A}</td>
</tr>
<tr>
<td>(</td>
<td>\beta</td>
<td>= \mathbf{A}^T \mathbf{b}</td>
</tr>
<tr>
<td>Robust Estimation: ( a_2 = (\mathbf{A}^T \mathbf{W} \mathbf{A})^{-1} \mathbf{A}^T \mathbf{W} \mathbf{Y} )</td>
<td>( T_1 = \mathbf{A}^T \mathbf{W} )</td>
<td>[M \times N] \times [N \times N]</td>
</tr>
<tr>
<td>( T_2 = T_1 \mathbf{A} )</td>
<td>[M \times N] \times [N \times M]</td>
<td>N \times M^2 &lt; N^3</td>
</tr>
<tr>
<td>( T_3 = (T_2)^{-1} )</td>
<td>([M \times M]) inversion</td>
<td>(M^3 &lt; N^3)</td>
</tr>
<tr>
<td>( T_4 = T_3 \mathbf{A}^T )</td>
<td>[M \times M] \times [M \times N]</td>
<td>N \times M^2 &lt; N^3</td>
</tr>
<tr>
<td>( T_5 = T_4 \mathbf{W} )</td>
<td>[M \times N] \times [N \times N]</td>
<td>N^2 \times M &lt; N^3</td>
</tr>
<tr>
<td>( T_6 = T_5 \mathbf{Y} )</td>
<td>[M \times N] \times [N \times 1]</td>
<td>N \times M &lt; N^2</td>
</tr>
</tbody>
</table>

Table 2. Computation cost of curve fitting (M<N).
Two fundamental computational algorithms in least-square and robust estimations are matrix inversion and matrix multiplication. For \( N \times N \) matrix inversion, the Gauss-Jordan method [44] takes \( N^3 \) multiply/adds. The multiplication of two \( N \times N \) matrices also takes \( N^3 \) multiply/adds and the multiplication of an \( N \times N \) matrix with an \( N \times 1 \) matrix takes \( N^2 \) multiply/adds.

Given \( N \) samples for \( M \) unknowns, as shown in Table 2, at most \( N^3 + N^2 \) multiply/adds for the least squares and \( 5N^3 + N^2 \) multiply/adds for the robust estimation are required. The procedure for robust estimation is iterative and usually converges very quickly, within 100 iterations. Thus, its cost is less than \( 500N^3 + 200N^2 \) multiply/adds. Since we have less than 10 samples (\( N=10 \)) most of the time, the computation of the coefficients of a fitting curve is very efficient.
Chapter 3

EARLY EXPERIENCE:
EMPIRICAL MODELS FOR MISS RATES
WITHOUT SHARING ANALYSIS

At the early stage of this research, we first built models for the number of data references and for the number of cache misses. The miss rate model was obtained by dividing the number of cache misses by the number of data references. At this time, no sharing analysis was performed. Instead, simple algorithmic complexity analysis was adopted.

In complexity theory, the execution time of a sequential program is characterized by a function \( f(N) \) where \( N \) is the input data set size and \( f(N) \) is an expression in the big-oh notation. \( f(N) \) is though of as the number of instructions or the number of data accesses. In other words, the number of instructions and the number of data references in a program vary according to the input data set size with a certain trend which is numerically expressed in terms of data set size. We call the data set size the problem scaling variable.

In case of parallel programs, the number of instructions and the number of data references of each processor depend on the number of processors, which is called the system scaling variable. Therefore, they are both expressed in terms of two independent scaling variables. Since the primary data in parallel programs are shared data structures, data accesses are ordinarily understood to mean shared data accesses. Of course, private variables are also indispensable and they are mainly loop variables of array index variables. In
both cases, private data accesses are incident to shared data accesses. In consequence, what defines the number of shared data accesses is the algorithmic complexity of an application which is a function of input data set size expressed in the big-oh notation.

3.1 Modeling Data Accesses and Cache Misses

The cache misses we modeled in this thesis are the ones in Section 2.3.1.

3.1.1 Number of Data Accesses

As mentioned above, the number of instructions or the number of data accesses is given by a function $f(N)$ where $N$ is the input data set size and $f(N)$ is expressed in the big-oh notation.

3.1.2 Number of Cold Misses

At the initial stage of my research, PCM, CTSM and CFSM defined in Section 2.3.1 are combined into cold misses (CM). The estimation of the number of cold misses starts with trivial assumptions.

**Assumption 1:** Every data element in shared data structures of an application is accessed at least once by at least one processor during the execution time.

**Assumption 2:** The number of processors ($P$) and cache block size ($B$) of underlying architecture model are constants.

Then, the lower-bound and upper-bound for the number of cold misses of an application program with $O(h(N))$ shared data elements running on a $P$ processor shared-memory multiprocessor system with $B$ byte cache blocks are both $O(h(N))$, where $N$ is a variable that defines the data set size and $h(N)$ is the actual number of shared data elements in an application\(^1\). The reasons are as follow. First, the smallest number of cold misses is
achieved when every cache block is accessed by only one processor during the entire execution. Then, the number of cache misses is \[ \lceil h(N) / B \rceil \] which is \( O(h(N)) \). Similarly, the largest number of cold misses is achieved when every cache block is accessed by all \( P \) processors during the entire execution. Then, the number of cache misses is \( \lceil h(N) / B * P \rceil \) which is \( O(h(N)) \), too. Therefore, having identical expressions of both lower- and upper-bound, we conclude the number of cold misses in an application is expressed as \( O(h(N)) \) when the assumptions are held.

3.1.3 Number of Sharing Misses

Given an application running on a target system, the occurrences of essential sharing misses (PTSM) [26] are determined by data-sharing patterns in the application and by some parameters of the architecture such as the cache block size. As discussed in Section 2.2.2, the amount of data-sharing and the number of PTSM vary with the data set size and the number of processors (which is assumed to be constant in this section).

When a processor experiences a PFSM, there must have been one or more stores to the block, but not to the data element accessed since the last load of the block. Therefore, unlike PTSM, occurrences of PFSM depend on the physical placement of data in cache blocks, which seems too complex to analyze statically. PFSM are not necessarily observed on every shared variable. In any case, if the data around the one to be accessed are truly shared, the number of PFSM will be proportional to the amount of data-sharing. If not, since the cache block must be located across a data partition boundary and the number of PFSM must be proportional to the total length of partition boundaries.

Since the amounts of PTSM and PFSM are commonly dependent both on the total length of partition boundaries and on the amount of data-sharing (Section 2.2.2), we con-

---

1. For example, in matrix applications such as LU, the number of array elements is denoted by \( N \times N \), or \( N^2 \).
sider the number of PFSM to be approximately proportional to that of PTSM. Therefore, they will have the same order of complexity. In this section, the number of PTSM will be estimated by a big-oh expression derived from the algorithmic characteristics of an application. Then, the same estimate will be used for the number of PFSM.

3.2 Simulation and Benchmarks

The simulation environment is the Cache-Mire testbench, a program-driven simulator developed at Lund University [12]. Cache-Mire executes the application and generates memory references, which are then simulated on an architectural simulator. Instruction fetches, private data accesses, shared data accesses and synchronization (test-and-set) operations are monitored on the fly as the execution progresses. The architectural simulator simulates a bus-based cache-coherent shared-memory multiprocessor system with eight processors. The coherency protocol is described in Section 2.3 and Figure 6 (a). The caches have infinite size and block size is 32 bytes.

Seven application programs in Table 3 were run: MP3D, WATER, OCEAN, LU, BARNES, FFT and RADIX. They are parallel applications developed at Stanford University and the first three are part of the SPLASH suite [67] and the last three are from SPLASH-2 [82]. These applications are written in C using the Argonne National Laboratory macro package [11].

Table 3 shows the (small) data sets used for the samples and the (large) data sets. Table 3 also lists the shared data structures in each application. Of course, applications have more shared variables. However, some of them are not truly shared but are accessed by one processor only. The rest of them maintain programs’ statistics; for instance, in MP3D, one variable keeps track of the number of particles’ collisions, and another keeps track of the particle population. Since their number of misses are not significant or are not dependent on the data set size, I do not include them.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Sample data set sizes</th>
<th>Prediction</th>
<th>Shared variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DSS-1</td>
<td>DSS-2</td>
</tr>
<tr>
<td>LU</td>
<td>48, 64, 80, 96, 112, 128, 144</td>
<td>288</td>
<td>512</td>
</tr>
<tr>
<td>MP3D</td>
<td>2K, 4K, 8K, 16K, 32K, 64K, 128K</td>
<td>256K</td>
<td>512K</td>
</tr>
<tr>
<td>WATER</td>
<td>32, 48, 64, 80, 96, 112, 128</td>
<td>360</td>
<td>720</td>
</tr>
<tr>
<td>OCEAN</td>
<td>34, 66, 130</td>
<td>258</td>
<td>514</td>
</tr>
<tr>
<td>FFT</td>
<td>$2^6, 2^8, 2^{10}, 2^{12}, 2^{14}$</td>
<td>$2^{16}$</td>
<td>$2^{18}$</td>
</tr>
<tr>
<td>BARNES</td>
<td>512, 768, 1024, 1280, 1536, 1792, 2048</td>
<td>4096</td>
<td>8192</td>
</tr>
<tr>
<td>RADIX</td>
<td>2K, 4K, 6K, 8K, 10K, 12K, 14K</td>
<td>512K</td>
<td>1024K</td>
</tr>
</tbody>
</table>

Table 3. Size of data sets used to find fitting functions and shared variables.

### 3.3 Prediction Results

In Table 4, the empirical models for overall cache miss rates are given. The denominators of miss rate models are the empirical models (fitting functions) for the total number of data accesses and the numerators are the models for the total number of cache misses. The prediction results were computed by substituting the desired large data sizes into miss rate models. All detail simulation and prediction results for each type of cache misses and data references are found in Tables 46 through 52 in Appendix A. Brief discussions of the simulation and prediction results are also provided. In the tables of the appendix, the number of essential misses are computed by summing up the numbers of CM and PTSF. The prediction error is computed as:

$$\text{prediction error (\%)} = \frac{\text{simulation result} - \text{prediction result}}{\text{simulation result}} \times 100$$  \hspace{1cm} (Eq. 10)

In Appendix A, brief description of benchmark applications and their algorithmic behavior are provided. The tables include empirical models and prediction results for all kinds of performance metrics of every shared data structure in each application.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Empirical Model for Miss Rate</th>
<th>Prediction - 1</th>
<th>Prediction - 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LU</td>
<td>(1.250N^2 + 12.426N - 63.300) (1.994N^3 + 8.764N^2 - 178.70N + 3849.08)</td>
<td>(0.2220)</td>
<td>0.1237</td>
</tr>
<tr>
<td>MP3D</td>
<td>(21.452N - 3650.3) (348.845N + 41097.4)</td>
<td>6.1494</td>
<td>6.1513</td>
</tr>
<tr>
<td>WATER</td>
<td>(4.490N^2 + 151.164N - 221.48) (540.016N^2 - 2938.3N + 644.47)</td>
<td>0.8964</td>
<td>0.8953</td>
</tr>
<tr>
<td>OCEAN</td>
<td>(6.911N^2 + 2137.86N + 9554.16) (4596.03N^2 - 53728.1N - 1562387)</td>
<td>0.3121</td>
<td>0.3221</td>
</tr>
<tr>
<td>FFT</td>
<td>(2.315n^2 + 22.008n - 0.672) (197.952n^2 - 2614.8n + 2418.4)</td>
<td>1.3149</td>
<td>1.2787</td>
</tr>
<tr>
<td>BARNES</td>
<td>(34.043N + 11965.7\log N - 24249.6) (1491.8N\log N + 3278.6N - 2741459\log N + 6799905)</td>
<td>0.4822</td>
<td>0.4947</td>
</tr>
<tr>
<td>RADIX</td>
<td>(34009N + 219.030) (1.437N + 3575.31)</td>
<td>4.3686</td>
<td>4.2448</td>
</tr>
</tbody>
</table>

* sim: simulation results, pred: prediction results, err: prediction errors

Table 4. Empirical models and prediction results.

### 3.4 Discussion

As we have seen in Table 4, the empirical modeling strategy works very well. The predictions are very accurate even when the sharing behaviors are quite irregular (MP3D, BARNES), when the amount of computations or the number of iterations are dependent on the run time value of the data (OCEAN, BARNES) or when barely enough number of samples (OCEAN and FFT) are available. Especially, three is the minimum number of samples required to compute three unknown parameters of OCEAN’s \(O(N^2)\) fitting function. The prediction errors calculated according to the Equation 10 fall below 4% and, in most cases, below 1%.

Given the possibility of building accurate empirical performance model for miss rates, a systematic methodology to obtain the polynomial expressions of performance met-
rics is needed. The analysis and characterization of data-sharing behavior will be the start-
ing point. Since the characteristics of each shared data structure in an application are quite
different, each shared data structure will be dealt with separately. Scaling effects of the
problem size correspond to the case where the size of memory in a multiprocessor system
is increased while maintaining the same number of processors; for a complete perform-
mance prediction model, the scaling effects of the number of processors will be incorpo-
rated in the performance model, as well.
Chapter 4

DATA-SHARING ANALYSIS

One of the most general application classes of parallel systems is scientific computations and most scientific programs are written according to the Single-Program-Multiple-Data (SPMD) model. As the speed of today’s computer systems gets ever faster, the amount of data to be processed is accordingly growing. These data objects are normally represented by array data structures and the computations on them are performed within iterative loops such as the for loop construct. The information regarding the memory locations of the data objects that a processor accesses is given in the program. That is to say, the index expressions of array variable bear the information regarding possible data-sharing in the program. Therefore, the data-sharing analysis must start with the array index expression analysis.

In this section, we do not focus on the cache misses, yet. First, a set of sharing factors that affect the amount of data-sharing are defined. Then, their unique contributions to data-sharing are illustrated. The components used in array index expressions and the composite index expressions composed of the index expression components are enumerated. The data-sharing patterns for all types of index expressions are also provided. At this moment, the effects of the data set size and the number of processors on the amount of data-sharing are discussed.
4.1 Data-Sharing Factors

As the first step of sharing analysis, we define data-sharing factors.

4.1.1 Data Set Size and Number of Processors

As shown in Figure 4, data-sharing is affected by the data set size and the number of processors. The effects of these two sharing factors were discussed in detail in Section 2.2.2. They are the variable parameters in the data-sharing characterizer and performance model.

4.1.2 Data Partitioning

As shown in Figure 4, various partitioning methods have a different impact on data-sharing. In fact, what makes the effects of partitioning methods on data-sharing distinct is the partition block size. For example, the block size (or the number of partition blocks) in Figure 4 (a) is larger (smaller) than that in Figure 4 (b). Smaller partition blocks causes shows more data-sharing. Therefore, in the sharing analysis, the size of partition blocks and the partitioning method are simultaneously taken into account.

Figure 8 illustrates data partitioning examples for one- and two-dimensional arrays. Given $N$ as the data set size in one dimension of an array and $P$ as the number of processors, the partition block size and the number of partition blocks are provided. One may bring up more complicated partitioning schemes such as value-dependent partitioning. However, we only consider location-dependent partitioning schemes where cyclic, block-cyclic and block partitioning are known as the most popular schemes [40, 42, 73].

4.1.3 Access Distance

While the three factors described above are related to data placements in parallel applications, the access distance is related only to the program code. Before going any fur-
Further, it is necessary and helpful to make the following definitions. Assume an $N$ element array $A$ and a FORALL loop with variable $I$.

**Definition 1.** *(Pure index and Applied index)* The index expression of ‘$I$’ in $A[I]$ is called the *pure index* and all other index expressions are called the *applied index*.

**Definition 2.** *(Center of computation)* An array element designated by pure index, $A[I]$, is the center of computation (Section 2.2.2).

**Definition 3.** *(Participants in computation)* All array elements engaged in the computation, except for $A[I]$, are called the participants in computation.
Definition 4. (Access distance) The access distance of a participant is the number of array elements lying between $A[I]$, inclusively, and the participant, exclusively.

Definition 5. (Vicinities in computation) The participants whose indices are in the form of $A[I+d]$, where $d$ is the access distance, are called the vicinities in computation.

Definition 6. (Strangers in computation) The participants whose indices are not in the form of $A[I+d]$, where $d$ is the access distance, are called the strangers in computation.

If a FORALL loop contains only pure indices, no data-sharing occurs since each processor finds all the required data within its local partition block. In this case, the access distance of an array element, designated by the pure index from the center of computation, is zero. In contrast, if there are participants defined in the FORALL loop whose access distances are not zero, there will always be data-sharing. The sharing behavior of a participant is determined by the value of the access distance as will be shown below.

Of participant types, first consider the vicinities. The vicinities are the elements whose locations are specified by relative distances from the center of computation. Given an array $A$ partitioned into $b$ element blocks and accessed in a FORALL loop of variable $I$, the vicinities specified as $A[I+d]$ form a block of the same size at $d$ elements away from the center of computation (Figure 9 (a)). In Figure 10 where $A$ is partitioned into blocks and distributed among $P$ processors, lightly shaded elements are accessed by the Home while heavily shaded elements are accessed by a remote processor. In (a), only the center of computation is accessed without data-sharing. On the other hand, in (b), element $A[I+1]$ is the vicinity whose access distance is 1. The access distance in (c) is 3. From the figures, we can see that the amount of data-sharing is proportional to the access distances of the vicinities.
In contrast, strangers are the elements whose locations are determined regardless of the center of computation. The "strangers" are named by opposition to the "vicinities". Figure 9 (b) presents data accesses of strangers whose indices are determined by a certain run time variable. The array elements may be accessed by a remote processor or by the
Home. Generally, in this case, the probability that an element is accessed by the Home is inversely proportional to the number of processors. In other words, the larger the number of processors, the more data-sharing by remote accesses are observed.

4.2 Array Index Analysis

Data-sharing analysis can be done in two phases. The first phase is to identify how an $N$ element array is partitioned and allocated to $P$ processors. At this stage, the first three sharing factors (data set size, number of processors and partitioning schemes) are simultaneously taken into account. Given data distribution information, the next phase is to determine the method of data-sharing by the processors. Being one of the causes of data-sharing, the access distance will be investigated in detail, in this section. Since the access distance is defined by the index of an array, the sharing analysis can be seen in the same perspective as array index analysis.

Since the number of possible index expression types is uncountable, efficient grouping is necessary so that one may have a manageably finite number of index expression types. The grouping must guarantee that an arbitrary index expression should fall into exactly one category. In categorizing index expressions, we first define index expression components and, then, compound index expressions that are composed of the index expression components as building blocks. Index expression types will be introduced with brief explanations of their access patterns. Their sharing patterns will be analyzed in the next section for various data partitioning schemes.

Prior to introducing the methodology, we assume the meaningfulness of data set size. It implies the data set size, $N$, is large enough so that we may say $N >> P$ or $N/P >> 1$, where $P$ is the number of processors, although exact values of $N$ and $P$ are not known.

Array indices are numerical expressions consisting of loop variables, numeric constants and/or general variables. We separate general variables into loop-invariant vari-
ables and loop-variant variables. Memory locations of array elements may be fixed through all iterations or varying in each iteration according to whether their indices are loop-invariant or loop-variant, respectively. General variables are further grouped according to whether their values can be evaluated at compile time or not. We refer to general variables whose values can be known at compile time as compile time variables and those whose values can be known only at runtime as runtime variables. The memory locations specified by compile time variables can be known via static analysis. By contrast, the memory locations specified by run time variables cannot be known since they depend on the run time computation results. In the rest of the paper, we use the terms particular and arbitrary to denote that a memory location is determined by compile time variables and runtime variables, respectively.

Given an index expression in SPMD programs, it can be stated that each processor accesses a particular or an arbitrary array element whose location is variant or invariant with respect to the loop variables. This interpretation is made from the view point of processors. In our methodology, sharing analysis is done from the view point of data. The interpretation of data accesses seen from the view point of data is that an array element is accessed by particular or arbitrary processors which may vary as the loop advances. Figure 11 compares the two interpretations from the view points of the processors and data.

The processors accessing an array element are named by the entries in Table 5. Among them, the Home and All are self-explanatory. The others are first distinguished according to whether an array element is accessed by particular or arbitrary processors (Determinism). The determinism is explained as follows. In Figure 11 (b), c is a compile time variable so that the memory location of A[c] is considered particular and the processor accessing A[c] is the Home of the particular array element. The Home of particular element is considered to be particular, too. In contrast, if c is a run time variable (Figure 11 (c)), the memory location is considered as arbitrary and the processor accessing A[c]
is the Home of the arbitrary array element. The Home of arbitrary element is considered to be arbitrary.

The processor attributes in Table 5 are further distinguished according to whether an element may be accessed by the Home or not (Home inclusion). In Figure 11 (c), an array element, arbitrarily selected by run time variable c, could be accessed by either its Home or any remote processor. On the other hand, imagine an array partitioned into blocks of size b and the program codes including A[I+d] where I is the loop variable and d > b. No element is accessed by their Home (Figure 12) since d = 8 and b = 10.

The last distinction in Table 5 is made according to whether an element is accessed by a single processor or multiple processors (Cardinality). In Figure 12 (b), a certain element is accessed by only one processor while, in Figure 11 (c), it may be accessed by two or more processors.
<table>
<thead>
<tr>
<th>Processors</th>
<th>Definition</th>
<th>Determinism</th>
<th>Home-inclusion</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>a processor to which a particular data is allocated</td>
<td>Yes</td>
<td>Yes</td>
<td>singular</td>
</tr>
<tr>
<td>One</td>
<td>one particular processor</td>
<td>Yes</td>
<td>Yes</td>
<td>singular</td>
</tr>
<tr>
<td>AnyOne</td>
<td>one arbitrary processor</td>
<td>No</td>
<td>Yes</td>
<td>singular</td>
</tr>
<tr>
<td>Other</td>
<td>one particular processor except Home</td>
<td>Yes</td>
<td>No</td>
<td>singular</td>
</tr>
<tr>
<td>AnyOther</td>
<td>one arbitrary processor except Home</td>
<td>No</td>
<td>No</td>
<td>singular</td>
</tr>
<tr>
<td>Some</td>
<td>one or more particular processor</td>
<td>Yes</td>
<td>Yes</td>
<td>multiple</td>
</tr>
<tr>
<td>Any</td>
<td>none or more arbitrary processor</td>
<td>No</td>
<td>Yes</td>
<td>multiple</td>
</tr>
<tr>
<td>Others</td>
<td>one or more particular processor except Home</td>
<td>Yes</td>
<td>No</td>
<td>multiple</td>
</tr>
<tr>
<td>AnyOthers</td>
<td>none or more arbitrary processor except Home</td>
<td>No</td>
<td>No</td>
<td>multiple</td>
</tr>
<tr>
<td>All</td>
<td>all processors</td>
<td>Yes</td>
<td>Yes</td>
<td>multiple</td>
</tr>
</tbody>
</table>

Table 5. Processor attributes by which a certain data is accessed.

Figure 12. Home-inclusion property of the PRC.

4.2.1 Index Expression Components

The array index components that form an array index expression are introduced in this section. Sample program codes and access patterns are illustrated in Figure 13.
4.2.1.1 Loop Variable

A loop variable, $V_L$, designates all elements that are accessed by their Home through the FORALL loop. Array elements designated by $V_L$ are accessed only by their Home as shown in Figure 13 (a).
4.2.1.2 Numeric Constant

A numeric constant, \( V_c \), designates a single particular element whose location is fixed through iterations. The element is accessed by all processors in every iteration as shown in Figure 13 (b).

4.2.1.3 Loop-invariant Compile Time Variable

A loop-variant compile time variable, \( V_{LIC} \), designates particular elements whose locations are fixed through all iterations. Once a processor selects an element, it keeps accessing the same element in all iterations. Consequently, every selected element is interpreted as accessed by a particular processor including its Home, for \( N/I/P \) times, which is the loop size executed by a processor. The corresponding value in Table 5 is One.

4.2.1.4 Loop-invariant Run Time Variable

A loop-invariant run time variable, \( V_{LIR} \), designates arbitrary array elements whose locations are fixed through iterations (Figure 13 (d)). Once a processor selects an element, it keeps accessing the same element in all iterations. Consequently, every selected array element is interpreted as accessed by an arbitrary processor including its Home, for \( N/I/P \) times. This corresponds to the processor \textit{AnyOne} in Table 5.

4.2.1.5 Loop-variant Compile Time Variable

A loop-variant compile time variable, \( V_{LVC} \), designates particular array elements whose location changes in every iteration (Figure 13 (e)). In contrast to the \( V_{LIC} \) in Section 4.2.1.3, the loop-variant variable \( c \) designates a new element in each iteration. Through \( N \) iterations, therefore, an element is very likely to be selected more than once by at least two processors. That is to say, every array element is interpreted as accessed by particular processors including the Home. The corresponding processor value in Table 5 is \textit{Some}.
4.2.1.6 Loop-variant Run Time Variable

A loop-variant run time variable, $V_{LVR}$, designates arbitrary array elements whose location changes in every iteration (Figure 13 (f)). Through $N$ iterations, as in Section 4.2.1.5, an element is very likely to be selected more than once by at least two processors. That is to say, every array element is interpreted as accessed by arbitrary processors including the Home. The corresponding processor value in Table 5 is Any.

4.2.1.7 Summary

Note that $V_L$ is a private variable and $V_C$ is a shared constant in SPMD programs. Other index expression components ($V_{LIC}$, $V_{LIR}$, $V_{LVC}$ and $V_{LVR}$) can be either shared or private variables. When they are shared variables, a common array element is selected and accessed by all processors. Although this situation is theoretically possible, they are not often implemented in common SPMD programs. Furthermore, they are against data homogeneity (Observation 3). For this reason, the focus is mainly put on the cases where $V_{LIC}$, $V_{LIR}$, $V_{LVC}$ and $V_{LVR}$ are private variables.

In summary, Table 6 shows the processors that access array elements indexed by each index expression component.

<table>
<thead>
<tr>
<th>Loop Components</th>
<th>$V_L$</th>
<th>$V_C$</th>
<th>$V_{LIC}$</th>
<th>$V_{LIR}$</th>
<th>$V_{LVC}$</th>
<th>$V_{LVR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processors</td>
<td>Home</td>
<td>All</td>
<td>One</td>
<td>AnyOne</td>
<td>Some</td>
<td>Any</td>
</tr>
<tr>
<td>Data Homogeneity</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6. Processor attributes for index expression components.

4.2.2 Compound Index Expressions

This section presents index expressions which are composed of index expression components.
Data partitioning is ordinarily done so that as little data communication as possible is required. Once partitioned, data are mainly accessed in a sequential manner within FORALL loops. The variables of type $V_L$ are used for this purpose and array elements indexed by them are called the centers of computation. As noted before, other elements called participants often take part in computations and the accesses to them may require data communications. The participants were classified into strangers and vicinities in Definitions 5 and 6. In subsequent sections, compound index expressions and data-sharing patterns of vicinities are discussed first and the strangers will follow.

**4.2.2.1 Compound Index Expressions of Vicinities**

Compound expressions of vicinities, $E_{VIC}$, are in the form of $A[V_L+d]$, where the access distance $d$ is a function of $V_C$, $V_{LIC}$ and $V_{LIR}$. Note that $E_{VIC}$ does not include $V_{LVC}$ or $V_{LVR}$. The reason will be found in Section 4.2.2.2. The access distance is formalized as $d = f_d(V_C, V_{LIC}, V_{LIR})$, where $f_d$ is a multi-variable function. The effects of $d$ on data-sharing for various partitioning methods are discussed below.

Block-cyclic partitioning with $b$ element blocks is known as periodic with the period of $bP$ elements. Therefore, should $d$ be multiple of $bP$, the element $A[V_L+d]$ is accessed by its Home (Figure 14 (a)). In order to look at a single period, we set $d = |d \mod P|$. The data-sharing pattern varies according to the ranges of $d$: $0 < d < b$, $b \leq d \leq b \times (P-1)$ and $b \times (P-1) < b < b \times P$. Figure 14 (b) shows the data-sharing pattern caused by $P_0$'s accesses. When $0 < d < b$, some elements are accessed by the Home and others by the adjacent processor which lies in the positive (negative) direction if the distance is positive (negative). The entry in Table 5 for the adjacent processor is Other meaning a particular processor which is not the Home of the accessed data. The number of remote array elements is $d$. For $b \leq d \leq b \times (P-1)$, all elements are accessed by the remote processor whose entry in Table 5 is Other. Finally, when $b \times (P-1) < d < b \times P$, some ele-
ments are accessed by the Home and others by the adjacent processor which lies in the negative (positive) direction if the distance is positive (negative). The processor value in Table 5 is Other. The number of remote array elements is \( b - \lfloor d \mod b \rfloor \). As before, the entry in Table 5 for the adjacent processor is Other.

Cyclic partitioning is an extreme of the block-cyclic method with \( b = 1 \) and the period is \( P \) elements. If \( d \) is a multiple of \( P \), all elements are accessed by their Home. If not, all elements are accessed by a remote processor (Figure 15 (a) and (b)) whose corresponding entry in Table 5 is Other. In Figure 15, data-sharing patterns caused by \( P_0 \)'s accesses are shown.
Finally, block partitioning is another extreme of block-cyclic partitioning with $b = \lfloor N/P \rfloor$ and no period. If $0 < d < b$, first $b - d$ elements are accessed by the Home and other $d$ elements by the adjacent processor which lies in the positive (negative) direction if $d$ is positive (negative). If $b \leq d$, all element are accessed by a remote processor (Figure 15 (c)). The entry in Table 5 for the remote processor is Other.

![Diagram](image)

(a) Periodic accesses in cyclic partitioning

(b) Data-sharing pattern for non-periodic accesses in cyclic partitioning

(c) Data-sharing pattern in block partitioning for various access distances

Figure 15. Effect of access distance in cyclic and block partitioning.

The access distance of $A[V_d + d]$ from $A[V_1]$ can be known at compile time, depending on the existence of $V_{LR}$ in $f_d$. If known at compile time without $V_{LR}$, data-sharing analysis is straightforward as shown thus far. Otherwise, worst case estimation is made by
assuming the value of $d$ to be large enough so that every element is involved in data-sharing. This yields the most data-sharing. In this case, every element is interpreted as accessed by a certain processor which might be the Home or an arbitrary remote processor. Such processor’s corresponding entry in Table 5 is *AnyOne*.

<table>
<thead>
<tr>
<th>$d$</th>
<th>Conditions</th>
<th>Processor</th>
<th>No. accessed elements per block</th>
<th>Processor</th>
<th>No. accessed elements per block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without $V_{LR}$</td>
<td>Cyclic Partition ($b=1$)</td>
<td>$d = nP$</td>
<td>Home</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d \neq nP$</td>
<td>Other</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Block-cyclic Partition ($b=c$)</td>
<td>$0 &lt; d^e &lt; b$</td>
<td>Home</td>
<td>$(b - d)$</td>
<td>Other $d$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b \leq d^e \leq b \times (P-1)$</td>
<td>Other</td>
<td>$b$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b \times (P-1) &lt; b^e &lt; b \times P$</td>
<td>Home</td>
<td>$d \mod b$</td>
<td>Other $b - (d \mod b)$</td>
</tr>
<tr>
<td></td>
<td>Block Partition ($b=N/P$)</td>
<td>$0 &lt; d &lt; b$</td>
<td>Home</td>
<td>$(b - d)$</td>
<td>Other $d$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b \leq d$</td>
<td>Other</td>
<td>$N/P$</td>
<td>-</td>
</tr>
<tr>
<td>With $V_{LR}$</td>
<td>In all cases</td>
<td><em>AnyOne</em></td>
<td>$b$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**A**: given array, $N$: data set size, $P$: number of processors, $b$: partition block size, $d$: access distance, $d^e = \lfloor d \mod b \rfloor$, $c$ and $n$: arbitrary non-zero integers

Table 7. Data access pattern summary for vicinity expressions.

Data-sharing characteristics of the array elements with vicinity expressions ($E_{V_{LR}}$) are summarized in Table 7. When there is only one processor value in a row, all array elements present a common sharing behavior. Otherwise, in the shaded rows, some elements and the others are accessed by different types of processors exhibiting different sharing behaviors. Distinct sharing behaviors are observed when $b$ consecutive array elements accessed by a certain processor fall across the partition boundaries between the Home and adjacent processor. In shaded rows, the number of elements accessed by a remote processor is determined by various factors as shown in the last column of Table 7.
4.2.2.2 Compound Index Expressions of Strangers

In the previous section, it was shown that the location of the center of computation is designated according to the applied data-partitioning method and the locations of vicinities are determined by the relative distances from the center of computation. Therefore, the access patterns of compound expressions of vicinities were distinguished for different data partitioning methods in Section 4.2.2.1 and Table 7. On the other hand, as shown in Figure 9, the locations of strangers are not associated with the center of computation nor the loop variable, $V_L$. For this reason, the analysis of sharing pattern of strangers will be performed without distinguishing data partitioning methods.

First of all, consider a compound index expression of strangers, $E_{STR}$, including $V_{LVR}$ that designates distinct arbitrary array elements in each iteration. Once $V_{LVR}$ exists, the whole expression becomes a loop-variant and its value is known only at run time regardless of other components. Resulting sharing pattern is identical to what is shown in Section 4.2.1.6. We call such an expression the \textit{loop-variant run time index expression} ($E_{LVR}$).

Without $V_{LVR}$, $V_{LVC}$ dominates index expressions in that they are loop-variant. The determinism depends on whether $V_{LR}$ is included in the expression or not. If $V_{LVC}$ and $V_{LR}$ are coincident, since the value of the expression is not known at compile time due to $V_{LR}$, array elements are arbitrarily selected regardless of other components. The sharing pattern is identical to what is shown in Section 4.2.1.6. If no $V_{LR}$ (and no $V_{LVR}$) is in the expression, there is no run time component and selected array elements are particular. The sharing pattern is identical to what is shown in Section 4.2.1.5. The former is of type \textit{loop-variant run time index expression} ($E_{LVR}$), and the latter is called the \textit{loop-variant compile time index expression} ($E_{LVC}$). In consequence, if an index expression includes $V_{LVR}$ or $V_{LVC}$, it designates arbitrary memory locations of stranger elements, regardless of the other index expression components.
Now, consider compound index expressions for stranger elements without $V_{LVR}$ or $V_{LVC}$. If an expression includes no $V_L$, it is only composed of $V_C$, $V_{LIC}$ and/or $V_{LIR}$. Any combinations of these three types of variables are loop-invariant. If there is $V_{LIR}$, the elements are selected arbitrarily, regardless of the other two, and the expression is called the loop-invariant run time expression ($E_{LIR}$). The sharing pattern is given in Section 4.2.1.4. If there is no $V_{LIR}$, the expression is composed of $V_C$ and $V_{LIC}$, and it is called the loop-invariant compile time expression ($E_{LIC}$). The sharing pattern is the same as mentioned in Section 4.2.1.3.

If a compound index expression includes $V_C$, and it is not in the form of the vicinity expression, it must be written as $A[f(V_L, V_C, V_{LIC}, V_{LIR})]$. By restricting the function to be affine with respect to the loop variable $V_L$ [40, 42, 73], we can rewrite the compound expression into $A[g(V_C, V_{LIC}, V_{LIR})xV_L + h(V_C, V_{LIR}, V_{LIR})]$, where $g$ and $h$ are functions of $V_C$, $V_{LIC}$ and $V_{LIR}$. These are discussed in the following section.

Table 8 shows the processors accessing array elements indexed by $E_{STR}$. The entries for $E_{V}$ and $E_{C}$ are put in this table for convenience although they do not specify the stranger array elements. Data access patterns for various types of $E_{STR}$ are illustrated in Sections 4.2.1.1 through 4.2.1.6. Unlike Table 7, each sharing pattern of $E_{STR}$ can be represented by a single processor type although the sharing behaviors of data in some cases are not homogeneous. For $E_{C}$, $E_{LIC}$ and $E_{LIR}$, if the data set size is $N$, only 1 or $P$ elements are selected and accessed $O(N)$ or $O(N/P)$ times, respectively. None of the remaining elements are accessed. For $E_{V}$, $E_{LVC}$ and $E_{LVR}$, sharing behaviors of all elements are homogeneous and the number of accesses made to a single element is estimated as $O(1)$.

### 4.2.2.3 Sparse Index Expressions of Strangers

In this section, the index expression of $A[g(V_C, V_{LIC}, V_{LIR})xV_L + h(V_C, V_{LIR}, V_{LIR})]$ for strangers is presented. Defining the sparsity of accessed elements, integer function $g(V_C,$
**Stranger Expressions (not in the form of $A[V_L + d]$ or $A[gV_L + h]$)**

<table>
<thead>
<tr>
<th>Expression</th>
<th>Must include</th>
<th>Must not include</th>
<th>Don’t Cares</th>
<th>Processor</th>
<th>No. elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_L$</td>
<td>$V_L$</td>
<td>$V_c$, $V_{LIC}$, $V_{LIR}$, $V_{LYC}$, $V_{LYR}$</td>
<td>-</td>
<td>Home</td>
<td>All</td>
</tr>
<tr>
<td>$E_C$</td>
<td>$V_c$</td>
<td>$V_w$, $V_{LIC}$, $V_{LIR}$, $V_{LYC}$, $V_{LYR}$</td>
<td>-</td>
<td>All</td>
<td>1</td>
</tr>
<tr>
<td>$E_{LIC}$</td>
<td>$V_{LIC}$</td>
<td>$V_{LYR}$, $V_{LRC}$, $V_{LIR}$</td>
<td>$V_w$, $V_c$, $V_{LIC}$</td>
<td>One</td>
<td>$P$</td>
</tr>
<tr>
<td>$E_{LIR}$</td>
<td>$V_{LIR}$</td>
<td>$V_{LYR}$, $V_{LRC}$</td>
<td>$V_w$, $V_c$, $V_{LIC}$</td>
<td>AnyOne</td>
<td>$P$</td>
</tr>
<tr>
<td>$E_{LVC}$</td>
<td>$V_{LVC}$</td>
<td>$V_{LYR}$, $V_{LRC}$</td>
<td>$V_w$, $V_c$, $V_{LIC}$</td>
<td>Some</td>
<td>All</td>
</tr>
<tr>
<td>$E_{LYR}$</td>
<td>$V_{LYC}$, $V_{LIR}$</td>
<td>$V_{LYR}$</td>
<td>$V_w$, $V_c$, $V_{LIC}$</td>
<td>Any</td>
<td>All</td>
</tr>
</tbody>
</table>

**$A$: given array, $P$: number of processors**

Table 8. Data access pattern for stranger expressions.

$V_{LIC}$, $V_{LIR}$ is called the *sparsity function*. Consider the code segment in Figure 16 (a). The access distance from the center is $d = g(V_c, V_{LIC}, V_{LIR}) \times V_L + h(V_c, V_{LIC}, V_{LIR}) - V_L$ which varies as the loop progresses. The largest distance from the center is found when the loop variable points to the last element in a partition block. It is $d_{max} = g(V_c, V_{LIC}, V_{LIR}) \times (b-1) + h(V_c, V_{LIC}, V_{LIR}) - (b-1)$. As shown in Figure 16, only a few first elements of an array are accessed by the Home; all others are accessed by a particular remote processor (One in Table 5). The number of elements accessed by the Home is $\lceil b/g \rceil - h$.

Without losing generality, we may assume array elements are accessed in a wrap-around fashion. For example, given an $N$ element array $A$ and a sparse index expression $A[2I]$, $A[0]$ is accessed when $I = N/2$, instead of $A[N]$ which is out of the index range. This assumption is valid for all other types of index expressions. As another example, given an index expression $A[I+2]$, $A[2]$ is accessed when $I = N-1$, instead of $A[N+1]$ which is out of the index range. Based on this assumption, the number of array elements accessed in a FORALL loop can be measured. If $b$ and $g$ are not relatively prime numbers,
my_start = N / P * my_pid; /* N : data set size */
my_last = my_start + N / P; /* P : number of processors */
for ( I = my_start ; I < my_last ; I++ )
.. A[2I] .. ;

(a) Program segment for sparse array index expression

(b) Access pattern of sparse index expression A[2I]

(c) Access pattern of sparse index expression A[2I+2]

Figure 16. Access patterns of sparse array indices.

only N/g elements of the array are accessed; otherwise, all elements are accessed. We can summarize to the following observations.

- Being an integer function, g ≥ 2.
- The indexes of accessed elements are periodic with period of g.
• If \( b \) and \( g \) are relatively prime numbers,
  • total number of accessed elements is \( N \), the size of FORALL loop.
  • each element is accessed \( O(1) \) times in a FORALL loop.
  • each element is accessed by one processor.

• If \( b \) and \( g \) are not relatively prime numbers,
  • total number of accessed elements is \( N/g \), the size of FORALL loop.
  • accessed elements are accessed \( O(g) \) times in a FORALL loop.
  • accessed elements are accessed by \( g \) or \( P \) processors whichever is smaller.

In consequence, data-sharing characteristic of sparse index expression is similar to that of \( E_{LVC} \) in that the memory locations of array elements are analyzible at compile time and they vary as the loop advances. Furthermore, in both sparse index expression and \( E_{LVC} \) cases, majority of array elements are engaged in data-sharing. Due to these reasons, for convenience purpose, sparse array expressions are categorized into \( E_{LVC} \) in this dissertation.

### 4.2.3 Index Expressions for Multiple Array Elements

Thus far, an index expression is used to denote one array element in an iteration of the given FORALL loop. In many scientific computations, it is often wanted to access a group of array elements in an iteration. For example, some computations in image or signal processing application require the values of a certain data object and its neighbors. Another example is found in molecular science where the interactions between a certain molecule object and its neighbors are calculated. The index expression within a FORALL loop is in the form of Figure 17 (a). \( \alpha \) and \( \beta \) specify the neighboring array elements and they must be either constants or some compile time variable. Multiple element index expressions can be associated with any types of array index expressions discussed until now (Figure 17 (b)).
4.3 Sharing Pattern Analysis

In Section 4.2, the types of index expressions and their access patterns were provided. Data-sharing patterns of those index expressions will be analyzed in this section for various data partitioning methods. In addition, to complete the sharing pattern analysis, the effects of data set size and number of processors will be discussed.

Among data partitioning methods, data-sharing patterns of index expressions for block-cyclic method will be investigated first. The cases of cyclic and block partitioning schemes will follow.

4.3.1 Single Element Vicinity Index Expression

4.3.1.1 Block-Cyclic Partitioning

First note that the partition block size in block-cyclic partitioning is a constant. An index expression for a single vicinity, $E_{vic}$, was discussed in Section 4.2.2.1 where distinct access patterns were presented according to the access distance, $d$.

Indeed, what is desired is to first analyze the data-sharing patterns for a specific size of a data set, $N$, and the number of processors, $P$. Then, the effects of $N$ and $P$ on data-
sharing will be investigated. In this context, by eliminating the distinction caused by $P$ in Table 7, we merge the lower two rows into one. So, we are left with only two cases; $0 < d < b$ and $d \geq b$. When $0 < d < b$, the first $d$ elements in a block are accessed by Other processor while the last $b - d$ elements by the Home. Since the number of blocks in block-cyclic partitioning is $N/b$, where $b$ is a constant, the amount of overall data-sharing is proportional to $O(N)$. However, the number of processors has no impact.

When $d \geq b$, every array element is interpreted to be accessed by the Home or Other; corresponding value in Table 5 is One. Since all $N$ elements are potentially engaged in remote accesses, the amount of data-sharing is proportional to $O(N)$. In addition, among $P$ processors, the probability that a processor accessing a certain element is the Home is $1/P$. That is, the amount of data-sharing due to remote accesses is proportional to $O((P - 1)/P)$. This result is due to the periodic distribution of partition blocks to the processors.

4.3.1.2 Cyclic Partitioning

As given in Table 7, all elements of an array are accessed by the Home if $d = nP$, by a remote processor if $d \neq nP$. In this study, the worst case estimation is assumed; we assume $d \neq nP$, regardless of the value of $d$, and all elements are accessed by a remote processor. The effect of data set size on the amount of data-sharing is $O(N)$. As in block-cyclic partitioning, due to the periodicity of data distribution, the amount of data-sharing is proportional to $O((P - 1)/P)$.

4.3.1.3 Block Partitioning

As in block-cyclic partitioning case in Section 4.3.2.1, there are two cases; $0 < d < b$ and $d \geq b$ (Table 7). However, the data set size and the number of processors have quite different influences on data-sharing. First of all, when $0 < d < b$, $d$ elements
among \( N/P \) elements in each partition block are engaged in data-sharing in each block. While there are \( N/b \ (\equiv O(N)) \) blocks in block-cyclic method, there is \( P \) blocks in the block partitioning case. Thus, the amount of data-sharing is proportional to \( O(P) \) while there are no effects due to the data set size. When \( d \geq b \), all \( N/P \) elements in each partition block are engaged in data-sharing. With \( P \) blocks, the amount of data-sharing is proportional to \( O(N) \) while the number of processors has no effect.

### 4.3.1.4 Summary

The effects of the data set size and number of processors on data-sharing in \( E_{VCS} \) are summarized in Table 9.

<table>
<thead>
<tr>
<th>Partition Method</th>
<th>Conditions</th>
<th>Data Set Size</th>
<th>Number of Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic</td>
<td>-</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td>Block-Cyclic</td>
<td>( d &lt; b )</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( d \geq b )</td>
<td>( O(N) )</td>
<td>( O((P-1)/P) )</td>
</tr>
<tr>
<td>Block</td>
<td>( d &lt; b )</td>
<td>( O(N) )</td>
<td>( O(P) )</td>
</tr>
<tr>
<td></td>
<td>( d \geq b )</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9. Effects of data set size and number of processors in \( E_{VCS} \).

### 4.3.2 Multiple Element Vicinity Index Expression

#### 4.3.2.1 Block-Cyclic Partitioning

An index expression for multiple vicinity, \( E_{VCS} \), is in the form of \( \lambda[\text{I}+d+j] \), where \( \text{I} \) is the FORALL loop variable, \( d \) is the access distance of \( E_{VCS} \), and \( j \) is a variable with a range of \( \alpha \leq j < \beta \) (Figure 17 (b)). The sharing pattern of \( E_{VCS} \) is changing according to various conditions: \( d+\alpha < b \) and \( |\beta-\alpha| < b \), \( d+\alpha < b \) and \( |\beta-\alpha| \geq b \), \( d+\alpha \geq b \) and \( |\beta-\alpha| < b \), \( d+\alpha \geq b \) and \( |\beta-\alpha| \geq b \). The reason for the distinction is as follows.
Figure 18. Data-sharing in multiple vicinity index expression.
Basically, the value of $d + \alpha$ determines whether a processor starts its execution of the FORALL loop by accessing its own array element ($d + \alpha < b$, Figure 18 (a) and (c)) or not ($d + \alpha \geq b$, Figure 18 (b) and (d)). The value of $|\beta - \alpha|$ provides several meanings. First, while an array element is accessed only once in the case of $E_{VIC-S}$, it is accessed $|\beta - \alpha|$ times in the $E_{VIC-M}$ case. Second, in $E_{VIC-S}$, if a processor executes computations on its $b$ element partition block, it accesses another set of $b$ consecutive elements that are $d$ elements away from its own partition block. By contrast, in $E_{VIC-M}$, a processor accesses $b + |\beta - \alpha|$ consecutive elements which are $d + \alpha$ elements away from its own block (Figure 18). Third, while an array element is accessed by one processor in $E_{VIC-S}$, it may be accessed by multiple processors in $E_{VIC-M}$. If $|\beta - \alpha| < b$, the first and last $|\beta - \alpha|$ elements among $b + |\beta - \alpha|$ elements that are accessed by a processor during the execution on its $b$ element block are accessed by two processors and other elements in the middle are accessed by a single processor. In addition, if $d + \alpha < b$ and $|\beta - \alpha| < b$, merely $b - (d + |\beta - \alpha|)$ out of $b + |\beta - \alpha|$ are accessed by the Home, only. In consequence, $d + |\beta - \alpha|$ elements per partition block are involved in data-sharing in this case. However, if $|\beta - \alpha| \geq b$, all elements are accessed by multiple processors and the number of processors accessing an array element is either $\lceil |\beta - \alpha| / b \rceil$ or $\lceil |\beta - \alpha| / b \rceil + 1$.

It is very important to note that the access order of an array element by multiple processors is not strictly well-arranged as shown in the figures. It is because the processors execute program instructions not in lock-step fashion. Therefore, $|\beta - \alpha|$ accesses to an element by multiple processors are assumed to be made in an arbitrarily interleaved manner. In this situation, each element yields $O(|\beta - \alpha|)$ data-sharing. In addition, even when $d + \alpha \geq b$, a processor may start execution of the FORALL loop by accessing its own array element, and even when $|\beta - \alpha| \geq b$, array elements may be accessed by their Home. This is due to the periodicity in block-cyclic partitioning.
Summarily, when \( d + \alpha < b \) and \( |\beta - \alpha| < b \), \( d + |\beta - \alpha| \) elements per partition block are involved in data-sharing. In other cases, all elements are involved in data-sharing. So, the total number of elements involved in data-sharing is always \( O(N) \). In addition, each element is involved in data-sharing \( |\beta - \alpha| \) times so that the total amount of data-sharing is \( O(N) \times O(|\beta - \alpha|) \). Finally, when \( d + \alpha < b \) and \( |\beta - \alpha| < b \) (Figure 18 (a)), the number of processors has no impact. Otherwise, due to the periodicity of block-cyclic partitioning, the amount of data-sharing is proportional to \( O((P-1)/P) \) (Figure 18 (b), (c), (d)).

4.3.2.2 Cyclic Partitioning

Cyclic partitioning is a special case of block-cyclic partitioning with \( b = 1 \). Given \( d, \alpha \) and \( \beta \) in \( E_{VH,mm} \), \( d + \alpha \geq b \) and \( |\beta - \alpha| \geq b \) are always true. Therefore, all elements become involved in data-sharing so that the number elements involved in data-sharing is \( O(N) \). Each element is accessed \( |\beta - \alpha| \) times as in the block-partitioning case so that \( O(|\beta - \alpha|) \) data-sharing is observed per array element. It is known that the cyclic partitioning is also periodic like block-cyclic partitioning. This results in the effect of the number of processors to be \( O((P-1)/P) \). In contrast to the block-cyclic partitioning where an element might be accessed several times by the same processor (Figure 18), all accesses to an element in the cyclic partitioning case are made by distinct processors if \( |\beta - \alpha| \leq P \). If \( |\beta - \alpha| > P \), every processor accesses an element \( O(|\beta - \alpha|/P) \) times.

4.3.2.3 Block Partitioning

Block partitioning is another special case of block-cyclic partitioning with \( b = N/P \). Data-sharing patterns in this case are almost identical to those in block-cyclic partitioning. The only difference is the scaling effects on the amount of data-sharing.
When \( d + \alpha < b \) and \(|\beta - \alpha| < b\) in block-cyclic partitioning, \( d \) elements per block are engaged in data-sharing. In block partitioning, there are \( P \) partition blocks so that the amount of data-sharing is proportional to \( O(P) \), regardless of data set size. In all other cases (\( d + \alpha < b \) and \(|\beta - \alpha| \geq b\), \( d + \alpha \geq b \) and \(|\beta - \alpha| < b\), \( d + \alpha \geq b \) and \(|\beta - \alpha| \geq b\)), data-sharing is observed on every element. The amount of data-sharing is \( O(N) \). The effect of the number of processors on data-sharing is also \( O(P) \). The reason is as follows. We know that an element is accessed \(|\beta - \alpha|\) times and the number of processors accessing an array element is \( \lceil|\beta - \alpha|/b\rceil \) or \( \lceil|\beta - \alpha|/b\rceil + 1 \). As the number of processors increases, the block size shrinks and the number of processors accessing an element increases.

### 4.3.2.4 Summary

The effects of data set size and number of processors on data-sharing in \( E_{V C M} \) are summarized in Table 10. Note that a single array element presents \( O(|\beta - \alpha|) \) data-sharing.

<table>
<thead>
<tr>
<th>Partition Methods</th>
<th>Conditions</th>
<th>Data Set Size</th>
<th>Number of Processors</th>
<th>Data-sharing per element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic</td>
<td>( d + \alpha &lt; b,</td>
<td>\beta - \alpha</td>
<td>&lt; b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha &lt; b,</td>
<td>\beta - \alpha</td>
<td>\geq b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha \geq b,</td>
<td>\beta - \alpha</td>
<td>&lt; b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha \geq b,</td>
<td>\beta - \alpha</td>
<td>\geq b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td>Block-Cyclic</td>
<td>( d + \alpha &lt; b,</td>
<td>\beta - \alpha</td>
<td>&lt; b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha &lt; b,</td>
<td>\beta - \alpha</td>
<td>\geq b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha \geq b,</td>
<td>\beta - \alpha</td>
<td>&lt; b )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td></td>
<td>( d + \alpha \geq b,</td>
<td>\beta - \alpha</td>
<td>\geq b )</td>
<td>( O(N) )</td>
</tr>
</tbody>
</table>

Table 10. Effects of data set size and number of processors in \( E_{V C M} \).
4.3.3 Single Element Stranger Index Expression

As pointed earlier in Section 4.2.2.2, no distinction between $E_{STR\cdot S}$ and $E_{STR\cdot M}$ is necessary for the purposes of sharing pattern analysis. It has been mentioned many times that the accesses to array elements with $E_L$ cause no data-sharing. So, the discussion will start with $E_C$.

Given $E_C$, Figure 13 (b) shows only one element is selected regardless of the data set size and it is accessed by all processors. The amount of data-sharing is thus proportional to the number of processors, or $O(P)$. In addition, once an element is selected, it is accessed $N$ times within the FORALL loop so that it presents $O(N)$ data-sharing.

For $E_{LIC}$ and $E_{LIR}$, only $P$ elements are accessed regardless of the data set size. The probability that an element is selected by its Home is $1/P$ so that the amount of data-sharing is proportional to $O((P-1)/P)$. That is to say, the overall effect of the number of processors is $O((P-1))$. In addition, as in $E_C$, once an element is selected, it is accessed $O(N)$ times within the FORALL loop. So, each selected element shows $O(N)$ data-sharing.

In case of $E_{LIC}$ and $E_{LIR}$, on the average, it is very likely that every element is accessed once through the loop. With $P$ processors given in the system, the probability that a certain element is accessed by the Home is $1/P$. Therefore, the amount of data-sharing is proportional to $O(N)$ and $O((P-1)/P)$.

The following table summarizes the discussion made in this section. Note that in $E_C$, $E_{LIC}$ and $E_{LIR}$, only one or $P$ array elements are accessed while, in $E_{LIV}$ and $E_{LVR}$, all elements are accessed.

4.3.4 Multiple Element Stranger Index Expression

The multiple element stranger index expression, $E_{STR\cdot M}$, allows a processor to first select an element with corresponding $E_{STR}$, then, to access it and its $|\beta - \alpha|$ neighbors. The
<table>
<thead>
<tr>
<th>Index Expression Types</th>
<th>Data Set Size</th>
<th>Number of Processors</th>
<th>Data-sharing per element ($E_{STR-M}$ only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_L$</td>
<td>$O(N)$</td>
<td>$O(P)$</td>
<td>$O(</td>
</tr>
<tr>
<td>$E_C$</td>
<td>$O(N)$</td>
<td>$O(P)$</td>
<td></td>
</tr>
<tr>
<td>$E_{LJC}$</td>
<td>$O(N)$</td>
<td>$O(P-1)$</td>
<td></td>
</tr>
<tr>
<td>$E_{LJR}$</td>
<td>$O(N)$</td>
<td>$O(P-1)$</td>
<td></td>
</tr>
<tr>
<td>$E_{LVC}$</td>
<td>$O(N)$</td>
<td>$O((P-1)/P)$</td>
<td></td>
</tr>
<tr>
<td>$E_{LVR}$</td>
<td>$O(N)$</td>
<td>$O((P-1)/P)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 11. Effects of data set size and number of processors in $E_{STR-S}$ and $E_{STR-M}$.

The only difference is that $|\beta - \alpha|$ times more elements are selected in $E_{STR-M}$ than in $E_{STR-S}$. Thus, for $E_C$, $E_{LJC}$ and $E_{LJR}$, the number of accessed elements grows by factor of $|\beta - \alpha|$. For $E_{LVC}$ and $E_{LVR}$, on the other hand, all elements are accessed $|\beta - \alpha|$ times so that every element yields $|\beta - \alpha|$ data-sharing.

### 4.3.5 Summary

Thus far, we have seen the sharing patterns and the effects of the data set size and the number of processors on the amount of data-sharing for all kinds of array index expressions. All works have been possible owing to the fundamental inherent nature of SPMD programs (Observations 1 to 5). Especially, the properties of data homogeneity and FORALL loop-based structure of SPMD programs are invaluably useful in performing data-sharing analysis in this study. In this section, before closing the sharing patterns analysis based on array index expression analysis, we make a few additional comments.

First of all, the difference between array elements designated by compile time variables and by run time variables is the determinism of their memory locations. Obvi-
ously, describing their sharing behaviors as they are accessed by particular or arbitrary processors is useful in many aspects of sharing analysis. Nevertheless, in measuring their data-sharing amounts, we see no difference at all as shown in Table 11. For this reason, no distinction will be imposed on them in the rest of this paper. Consequently, the array expressions of $E_{LIC}$ and $E_{LIR}$ are merged into $E_{Lr}$, and $E_{LYC}$ and $E_{LYR}$ into $E_{LY}$.

As mentioned many times, one of the most useful properties in SPMD programs is data homogeneity. That claims every element should experience the same computation within the same FORALL loop. In this regard, the access patterns of array elements with $E_c$ and $E_{Lr}$ ($E_{LIC}$ and $E_{LIR}$) violate the property of data homogeneity. In fact, such access patterns are quite rarely found in practical applications. Especially in SPLASH and SPLASH-2 benchmark suites, no application presenting such access patterns is found. Additionally, since $N >> P$ due to the meaningfulness of data set size (Section 4.2), the amount of data-sharing observed on those elements that are selected and accessed by $E_c$ and $E_{Lr}$ seems to be negligible as compared to total amount of data-sharing. For this reason, and to make further analysis simple, their consideration will be put aside in subsequent sections. Consequently, the index expressions are finally classified into $E_{Lr}$, $E_{LY}$, and $E_{VIC}$. Among them, $E_{LY}$ and $E_{Vic}$ are subdivided into $E_{LYS}$, $E_{LYM}$, $E_{VICS}$, and $E_{VICM}$.

Up to now, we have investigated the amount of data-sharing incurred by each type of index expressions. The data-sharing is the source of diverse coherency events defined by the underlying architecture. One of the popular coherency events is the cache miss. In Section 5, $E_{Lr}$, $E_{LYS}$, $E_{LYM}$, $E_{VICS}$, and $E_{VICM}$ are investigated further to see how their sharing characteristics influence the number of cache misses.

In Sections 4.3.2 and 4.3.4, when $E_{VIC}$ or $E_{STR}$ is used, it was shown that an array element is accessed $|\beta - \alpha|$ times and the accesses are normally made by distinct processors in interleaved manner. This may or may not result in the total amount of data-sharing multiplied by the factor of $|\beta - \alpha|$ depending on whether the access type is a read or write
operation. Let's consider the case where the access is a read operation. If an element has been modified by remote processor(s) during the most recent access, the first access should invoke a coherency transaction to obtain an up-to-date data copy. Subsequent accesses, however, will not cause any coherency transaction because the first copy has brought in the valid copy already. Therefore, multiple accesses of the read operation do not influence the amount of data-sharing regardless of the size of $|\beta - \alpha|$. In contrast, if the access is a write operation, each access will cause coherency transactions to first obtain a valid data copy, before the write operation, which has been modified by another processor executing the same computation in the same FORALL loop, and to propagate the modified data copy, after the write operation\(^1\). That is to say, multiple accesses of the read operation increases the amount of data-sharing by factor of $|\beta - \alpha|$.

Finally, $|\beta - \alpha|$ is often a function of the data set size. Then, if the access type is a write operation, the effect of the data set size in Tables 10 and 11 is multiplied by $|\beta - \alpha|$.

### 4.4 Multi-dimensional Arrays

So far, we have presented analysis of all possible sharing patterns for one-dimensional shared arrays. In practice, arrays in scientific SPMD applications are $n$-dimensional, where $n$ is an arbitrary positive integer. Each dimension of an $n$-dimensional array may be partitioned in cyclic, block-cyclic or block manner. In addition, for certain dimension(s), no partitioning may be applied. Figure 8 shows some examples of data partitioning of two-dimensional arrays. This section is dedicated to the sharing pattern analysis of $n$-dimensional arrays.

Before starting the discussion, let's consider a case where a particular dimension of an $n$-dimensional array is not partitioned. The examples are in Figure 8 (d), (e) and (f).

---

\(^1\) The types of required coherency transaction are variously defined according to the predefined cache coherency protocol.
In this case, no matter which types of index expressions may be given for the dimension, there is no data-sharing. This is equivalent to the case where an expression type for the dimension is $E_i$, regardless of the partitioning methods in that there is no data-sharing taking place.

In the following, sharing pattern analysis for two-dimensional arrays will be made first. Then, the sharing patterns in $n$-dimensional arrays will be deduced based on the knowledge earned from the one- and two-dimensional cases.

### 4.4.1 Two-dimensional Array

The basic procedure of sharing analysis is as follows.

Step 1: Perform sharing pattern analysis to obtain sharing amount for one row.
Step 2: Having $N$ rows, multiply the sharing amount obtained in Step 1 by $N$.
Step 3: Perform sharing pattern analysis to obtain sharing amount for one column.
Step 4: Having $N$ columns, multiply the sharing amount obtained in Step 3 by $N$.
Step 5: Sum up the amounts of data-sharing obtained in Step 2 and Step 4.

This way of sharing analysis is valid regardless of the data partitioning methods. In addition, it is also valid for both singular and multiple element index expressions. In Steps 1 and 3, the data set size is $N$ as before, but the number of processors varies according to the partitioning methods applied to each dimension. For example, in block-block partitioning (Figure 8 (g)), there are $\sqrt{P}$ processors in a dimension.

Recall that the index expression types we have are $E_{ix}$, $E_{vrc}$, and $E_{iy}$. For two-dimensional array $A$ of size $N \times N$, possible combinations of index expressions are $A[E_{ix}][E_{iy}]$, $A[E_{ix}][E_{vrc}]$, $A[E_{vrc}][E_{vrc}]$, $A[E_{vrc}][E_{iy}]$, $A[E_{iy}][E_{iy}]$, and $A[E_{iy}][E_{iy}]$, where the order of index expressions in dimensions is not important. We consider them, one by one, for the case when $A$ is partitioned in a block-cyclic manner in both dimensions. For better discussion, assume we have a one-dimensional array $B$ of size $N$.  

68
4.4.1.1 $E_L$ and $E_L$

Since all elements are accessed by their Home in both dimensions, no data-sharing is observed.

4.4.1.2 $E_L$ and $E_{VIC}$

As an example, notice the sharing pattern of $A[I][J+1]$ shown in Figure 19 (a). The sharing pattern is observed as there are identical $N$ rows each of which has the same sharing pattern as $B[J+1]$. At first, we measure the amount of data-sharing in a row, by dealing with the row as a one-dimensional array. The data-sharing analysis for one-dimensional array was described in Section 4.3. The only difference is that $N$ elements in a row are distributed among $\sqrt{P}$ processors. In the next step, we expand the number of rows to $N$ by multiplying the amount of data-sharing obtained in the first step by $N$.

4.4.1.3 $E_{VIC}$ and $E_{VIC}$

Figure 19 (b) shows the sharing pattern of $A[I+1][J+1]$. This situation can be understood that the data-sharing is the union of the data-sharing caused by $A[I][J+1]$ and by $A[I+1][J]$. For each of them, by repeating the analysis procedure in Section 4.4.1.2, the amount of data-sharing can be obtained. The sum is the total amount of data-sharing in $A[I+1][J+1]$.

Note that, although the elements filled with black are counted twice, their amount is negligible especially when expressed in big-oh notation.

4.4.1.4 $E_L$ and $E_{LV}$

Figure 19 (c) is for $A[E_L][E_{LV}]$. There are $N$ rows each of which has the same sharing pattern as $B[E_{LV}]$, while no data-sharing is observed in the vertical direction. As in Section 4.4.1.2, the sharing analysis is first done for a row by assuming an $N$ element one-
Figure 19. Data-sharing in two-dimensional arrays.
dimensional array is distributed among $\sqrt{P}$ processors. Complete data-sharing analysis for $E_{lv}$ is found in Section 4.3. Then, the amount of data-sharing obtained earlier is multiplied by $N$.

### 4.4.1.5 $E_{vkc}$ and $E_{lv}$

Figure 19 (d) presents the sharing pattern observed when a two-dimensional array is indexed as $A[E_{vkc}][E_{lv}]$. At first, for the horizontal direction, data-sharing analysis for $E_{vkc}$ is made as in Section 4.4.1.4. Then, for the vertical direction, the methodology in Section 4.4.1.2 is applied.

Normally, the data-sharing analysis for a dimension of multi-dimensional arrays is performed as described in Section 4.3 where one-dimensional arrays are considered. The only difference between one-dimensional arrays and multi-dimensional arrays is the number of processors involved. For example, it was pointed earlier that $\sqrt{P}$ processors access the elements in a row or column of two-dimensional array which is partitioned in block-block manner (Figure 8 (g)).

However, if a certain dimension ($\text{dim}_i$) is indexed by $E_{lv}$, special attention must be paid when analyzing sharing patterns in the other dimension ($\text{dim}_j$). Assume that $f(P)$ ($=\sqrt{P}$, in this section) processors are involved along the $\text{dim}_i$ direction and $g(P)$ ($=\sqrt{P}$, too) processors are involved along the $\text{dim}_j$ direction. The index expression of type $E_{lv}$ in $\text{dim}_i$ direction means that $f(P)$ processors access any single element. Therefore, the number of processors involved in the accesses to the elements in the $\text{dim}_j$ direction is not $g(P)$ any longer; rather it is $f(P) \times g(P)$.

### 4.4.1.6 $E_{lv}$ and $E_{lv}$

If both directions ($\text{dim}_i$ and $\text{dim}_j$) are indexed by $E_{lv}$, the sharing analysis in each direction will be made by including $P$ processors. Since, the $\text{dim}_j$ is indexed by $E_{lv}$, the
number of processor to be considered in the sharing analysis of \( \text{dim}_i \) direction is \( \sqrt{P} \times \sqrt{P} \) for \( N \) elements. With \( N \) elements in the \( \text{dim}_j \) direction, the amount of data-sharing is multiplied by \( N \). Vice versa is true for the analysis of \( \text{dim}_j \) direction. The total amount of data-sharing of two-dimensional array indexed by \( E_{LV} \) in both direction is proportional to \( O(N^2) \) and \( O(P) \).

### 4.4.2 Higher-dimensional Array

Now, from the knowledge gained from one- and two-dimensional arrays, the sharing analysis method for a general \( n \)-dimensional array is described in this section. The data set size in each dimension and the number of processors allocated to each dimension are assumed to be \( N \) and \( f_i(P) \), where \( 0 \leq i \leq n - 1 \). The basic procedure of sharing analysis introduced in Section 4.4.1 is revised as follows.

1. For each dimension, \( i \), \( 0 \leq i \leq n - 1 \), repeat Steps 1 and 2.
2. Step 1: For one dimension, \( i \), perform data-sharing pattern analysis and obtain the amount of data-sharing as described in Section 4.3.
   - If there are other dimensions with \( E_{LM} \), \( \text{dim}_{LM} \), the number of processors involved in accesses to elements in dimension \( i \) is
     \[
     f_i(P) \times \left( \prod_{k = 0, k \neq i}^{n - 1} f_k(P), \text{if dimension } k \text{ is } \text{dim}_{LM} \right).
     \]
3. Step 2: Having \( n \) dimensions, multiply the amount of data-sharing obtained in Step 1 by \( N^{n-1} \).
4. Step 3: Accumulate the amount of data-sharing obtained in Steps 1 and 2.

Finally, note that for the dimensions in which no data partitioning is applied, none of the index expressions result in any data-sharing.
Chapter 5

MODELING MISS RATES

In the event of a cache miss, a processor has to stall its current execution until the required data are brought into its local cache. The long latency in the data path including memory accesses and data block transfer via the interconnect is costly in terms of performance. As the speed of processors continually increases, the stall penalty that a processor has to suffer becomes relatively larger. Therefore, cache misses are regarded as one of the most important performance metrics that affect the overall execution time.

Given an application running on a specific architecture, the origins of cache misses are the inherent data-sharing in the application. Therefore, by understanding the sharing behavior, we should be able to estimate the number of cache misses when cache sizes are infinite. In this section, a systematic methodology is proposed to derive polynomial models for the number of cache misses and miss rates based on the sharing analysis. The models are expressed by numerical expressions in terms of data set size ($N$) and number of processors ($P$). The power of the model lies in the accurate prediction of cache misses and miss rates for large data sets and large number of processors which are usually difficult or even impossible to simulate.

The overall system looks as shown in Figure 20. The components are described in the following subsections.
5.1 System Information

The first component includes the information related to the underlying architecture. From an architectural viewpoint, the cache coherency protocol to governs sharing state transitions activated by incoming data accesses. The occurrences of relevant events such as cache misses are also determined by the coherency protocol. Another architectural factor needed in measuring cache misses is the cache block size. In this study, the three state write invalidate protocol is adopted and the cache block size is 32 bytes.

5.2 Static Sharing Information

On the application side, the static sharing information is related to the shared data structures. The static sharing information includes the size of each array element, the number of dimensions, and the number of elements in each dimension of shared arrays. In addition, the partitioning methods applied to each dimension of shared arrays is also provided. Usually, many shared arrays are used in a program. They are frequently of different
sizes with different partitioning schemes and they present different sharing behaviors. The
unique characteristics of shared arrays will result in different miss rate models. For this
reason, in this study, the shared arrays are dealt with separately.

Among static information, the size of an element, the number of dimensions and
the number of elements of an array are given in the declaration area of applications. Data
partitioning information is found at the top portion of parallel applications before the par-
allel section is started. Along with the system information, static sharing information is
stored inside the sharing state management unit. They are both used in controlling the
sharing state transitions and in measuring the number of coherency events of particular
interest.

5.3 Behavioral Sharing Information

The behavioral sharing information of applications is related to the shared data
accesses in the computation body of applications. Its role is to drive the sharing state man-
agement unit to initiate the sharing state transitions. Being used as an input to the sharing
state management unit, the behavioral sharing information is syntactically well-defined as
will be shown later.

Given a scientific problem, the algorithm to solve it generally consists of a
sequence of numerical equations. According to the equations, required computations are
executed on proper data objects. Since the data structures are in array format (Observation
2) in SPMD programs, the application of a common computation on array elements
(Observation 3) is implemented by \texttt{for} loops (Observation 4). That is, an SPMD program
is another form of a sequence of numerical equations represented by a sequence of \texttt{for}
loops.

In view of data-sharing analysis, a \texttt{for} loop construct is regarded as an execution
unit whose sharing pattern is represented by a description statement which will be intro-
duced shortly. As discussed in Section 4, the array index expressions within FORALL loops can be used to describe the sharing patterns of shared arrays. Consider a FORALL loop in an SPMD application and the program statements within the loop given in Figure 21, where \( x \) is a loop-variant variable.

1. FORALL \( (I = 0 .. N) \) {
2. \( x = \left( A[I+1] + B[I+2] / 2 \right) \);
3. \( C[I] = D[x] \);
4. }

Figure 21. Example FORALL loop and data accesses.

The index expression for individual arrays are specified as follows:

- for array \( A \), index is \( E_{VLC_S} \), \( d = 1 \), \( \alpha = 0 \), \( \beta = 0 \) and the operation is \textit{read},
- for array \( B \), index is \( E_{VLC_S} \), \( d = 1 \), \( \alpha = 0 \), \( \beta = 0 \) and the operation is \textit{read},
- for array \( C \), index is \( E_{L} \), and the operation is \textit{write}, and
- for array \( D \), index is \( E_{LV_S} \), variable is \( x \), \( \alpha = 0 \), \( \beta = 0 \), the operation is \textit{read}.

Recall that shared arrays are dealt with separately in data-sharing analysis. We now define the syntax for behavioral sharing information description as follows.

\[
\text{Expression_Type: } d, \ label, \ \alpha, \ \beta, \ op\_type,
\]

where \( d \) is used only for \( E_{VLC} \), \( label \) for \( E_{LM} \), \( \alpha \) and \( \beta \) for multiple element index expressions. When no value is specified, the field is omitted. In summary, the syntax of each type of array index expressions is given in Table 12. The fields of \( d, \ label, \ \alpha, \ \beta \) and \( op\_type \) should be substituted by its proper values accordingly. The \( d, \ \alpha, \ \beta \) are integer numbers, \( label \) is character string and \( op\_type \) is either \textit{read} or \textit{modify}.

The resulting behavioral sharing information description for the program segment given in Figure 21 is shown in Figure 22. Note that the FORALL loop statement (line 1 in
Table 12. Syntax of behavioral sharing information description.

Figure 21) is not shown in the behavioral sharing information description. It is because each statement in Figure 22 implicitly presents the data-sharing pattern within the FORALL loop. The behavioral sharing information presents the access pattern of a shared array. So, the behavioral sharing information is called the access pattern description (APD, in short) and the statement in the APD is the access pattern description statement (APDS, in short). These two terms will be used in the rest of the thesis.

In practical applications, there are more complicated numerical equations, array index expressions, or data-sharing patterns, which are discussed further in the following subsections.
5.3.1 Multiple Index Expressions of One Shared Array

In Figure 21, each shared array is used only once. However, in many cases, a shared array may be accessed many times within a FORALL loop as shown in Figure 23 (a). The resulting APD is given in Figure 23 (c). Note that the access types of three index expressions are all reads.

```
1. FORALL (I = 0 .. N) {
3.    : : :
4. }
```

(a) Program segment (example 1)

```
1. FORALL (I = 0 .. N)
2.    a = A[I-1] ;
3. FORALL (I = 0 .. N)
4.    b = A[I] ;
5. FORALL (I = 0 .. N)
6.    c = A[I+1] ;
```

(b) Program segment (example 2)

\[ E_{\text{IRC,S}}^* - l, \text{Read} \]
\[ E_L: \text{Read} \]
\[ E_{\text{IRC,S}}^* - l, \text{Read} \]

(c) Behavioral sharing description

Figure 23. Multiple index expressions of one shared array in a FORALL loop.

One natural problem regarding the APD is that the program codes in Figures 23 (a) and (b) would result in identical APDs. Obviously, the computations given in the two program examples are different from each other. However, for the measurement of cache
misses (or, other data coherency events), they both yield the same result. In the following, we will show that the programs in Figure 23 (a) and (b) produce the same magnitude order of the number of cache misses.

Cache misses are classified into cold misses and invalidation misses. First, we consider the cold misses. Assume the program statements above are executed at the very beginning of the program. Figure 24 illustrates data accesses made by a processor, \( P_i \), on array elements which are allocated to it. The heavily shaded accesses denote the accesses experiencing cold misses while the lightly shaded accesses denote cache hits. Figure 24 (a) is the result for the program in Figure 23 (a) and Figure 24 (b) is for Figure 23 (b). We see that the number of cold cache misses are the same in both cases.

In addition, assume there has been a write operation so that some of the elements accessed by \( P_i \) are modified by remote processors. The black dots in Figure 25 (a) denote such element. When executing program segments in Figure 23 (a) and (b), \( P_i \) experiences the same number of invalidation misses as shown in Figure 25 (a) and (b). In consequence, the APD for the multiple read operations to the same array within a FORALL loop can be written in the formats shown in Figure 23 (c) without causing any differences in the number of cache misses.

Now, consider the case when one of the multiple accesses to a shared array within a FORALL loop is a write operation. The example code is given in Figure 26 (a) and the accesses by \( P_{i-1}, P_i \) and \( P_{i+1} \) to the array are shown in Figure 26 (b). Attention should be paid to the elements filled in black. They are the ones to be accessed by two processors. At first glance, the program line 2 does not seem to cause any problem. However, since SPMD programs are not executed in lock-step manner, the sequence of computations to be performed to a certain element is not deterministic. The tagged element \( e_i \) is supposed to be modified and read by \( P_i \), and then read by \( P_{i-1} \). But in reality, the order of the access sequence is by no means guaranteed. For example, if \( P_i \) experiences a page fault before
accessing $e_i$, $e_i$ may be accessed by $P_i$; this is not what the programmer or algorithm designer expects. In real life, to avoid this problem, a temporary array (B) of the same size is adopted to store the computation results as shown in line 2 of Figure 27 (a). Then, array B may be used in subsequent program statements as in line 3 or the results are copied back to array B for further computation as in line 6. The APDS in Figures 27 (b) and (c) will be
derived. An alternative is to impose synchronization primitives such as \textit{lock}, \textit{pause} or \textit{barrier}. This method usually suffers from synchronization overhead, which seriously degrades overall performance. This is why the former scheme is preferred by programmers. In other words, within a FORALL loop, no element of a shared array is accessed by multiple processors if at least one of the access types is a write operation.
1. **FORALL** \( i = 0 \ldots N \) {
2. \( A[i] = (A[i-2] + A[i+2]) / 2; \)
3. : : :
4. }

(a) Program segment

(b) Access pattern

Figure 26. Access patterns for multiple array accesses.

Nevertheless, if there is a **FORALL** loop where multiple processors are accessing some shared array elements and at least one of the accesses is a write operation, the following approach is taken. As was shown in Figure 26 (b), the read accesses of a processor, \( P_i \), may be made either before or after another processor, \( P_{i-1} \), executes its write operation. Then, the read by \( P_i \) may observe either an invalidation miss or a cache hit. Assume that the largest number of possible cache misses is \( O(f_1(N)) \) and \( O(g_1(P)) \), and the largest number of possible cache hits is \( O(f_2(N)) \) and \( O(g_2(P)) \), where \( N \) is the data set size and \( P \) is the number of processors. Further assume that the probability that \( P_i \) experiences an invalidation miss is \( p \) and the probability that \( P_i \) experiences a cache hit is \( 1 - p \). The numbers of cache misses and cache hits that are measured during the execution of the pro-
1. FORALL (I = 0 .. N) {
2. \( B[I] = \left( A[I-2] + A[I+2] \right) / 2 ; \)
3. \( x = B[I] ... ; \)
4. }
5. FORALL (I = 0 .. N) {
6. \( A[I] = B[I] ; \)
7. }

(a) Program segment

\( E_{VHCS}: \) 2. Read  
\( E_{VHCS}: \) 2. Read  
\( E_L: \) Write

(b) Behavioral sharing description of array \( A \)

\( E_L: \) Write  
\( E_L: \) Read  
\( E_L: \) Read

(c) Behavioral sharing description of array \( B \)

Figure 27. Multiple index expressions of one shared array in a FORALL loop.

Program are then expressed as \( p \times O(f_1(N)) \) and \( p \times O(g_1(P)) \), and \( (1 - p) \times O(f_2(N)) \) and \( (1 - p) \times O(g_2(N)) \), respectively. Since the access order is independent of the data set size or the number of processors, \( p \) and \( 1 - p \) are not functions of \( N \) or \( P \). Therefore, since these expressions should eventually be given only in terms of \( N \) and \( P \), the terms \( p \) and \( 1 - p \) will disappear. As a result, we will have \( O(f_1(N)) \) and \( O(g_1(P)) \) cache misses, and \( O(f_2(N)) \) and \( O(g_2(P)) \) cache hits.
The method above is called the *worst case estimation* of performance metrics and such estimation can be achieved by presenting the APD for Figure 26 (a) as in Figure 28. The first three lines correspond to line 2 of Figure 26 (a). The last two are for the worst case estimation where they will observe the largest number of cache misses.

\[ E_{VICS}: -2, \text{Read} \]
\[ E_{VICS}: 2, \text{Read} \]
\[ E_I: \text{Write} \]
\[ E_{VICS}: -2, \text{Read} \]
\[ E_{VICS}: 2, \text{Read} \]

Figure 28. Access patterns for multiple array accesses.

5.3.2 for Loops

Consider the program segment in Figure 29. The loop statement in line 1 governs the index range of array A, while the loop statement in line 2 shows the index range of array B. We call the loops whose variables are used in designating array elements *IC loops* (Index Covering loops) and their control variables are called *IC variables*. When an \( n \)-dimensional array is involved in the computation, exactly \( n \) IC loops are nested. For example, the \( I \)-loop in Figure 29 is the IC loop with respect to A and the \( K \)-loop is the IC loop with respect to B. One IC loop is used to specify each element of A and another IC loop deals with B. Additionally, we call A the IC array of \( I \)-loop and B the IC array of \( K \)-loop.

The other type of loop is called *RC loops* (Repetitive Computation loops). Given an array, all loops which are not IC loops with respect to a particular array are RC loops with respect to that array. For example, the \( I \)-loop is the RC loop with respect to B whose loop variable is \( K \), and the \( K \)-loop is the RC loop with respect to A whose loop variable is \( I \). The \( I \)-loop executes \( N^2 \) read operations on one data element, \( B[K] \). The \( K \)-loop exe-
executes \( M \) write operations on each data element, \( A[I] \). That is to say, the \( RC \) loops denote the number of computations executed on a single array element. Similarly, we call \( A \) the \( RC \) array of \( K \)-loop and \( B \) the \( RC \) array of \( I \)-loop.

![Figure 29. Nested FORALL loops for different arrays.](image)

When presenting the APD, \( RC \) loops are explicitly specified while, as before, \( IC \) loops are not. The difference between two arrays is whether the \( RC \) loop is executed inside or outside the \( IC \) loop. If the \( RC \) loop is executed inside the \( IC \) loop, as for array \( A \), the specified data accesses are made \( M \) times in each iteration of the \( IC \) loop. If the \( RC \) loop is executed outside the \( IC \) loop, as for array \( B \), the \( IC \) loop of size \( M \) is executed \( N \) times. The final resulting APD of Figure 29 is given in Figure 30.

![Figure 30. Behavioral sharing description of nested FORALL loops for different arrays.](image)

**5.3.3 Multi-Dimensional Arrays**

In this section, an example of the program segment and its corresponding APD are given. Given two-dimensional arrays \( A \) and \( B \), lines 1 and 2 in Figure 31 (a) are the \( IC \)
loops of $A$ and lines 3 and 4 are the $RC$ loops of $A$. The lines 3 and 4 are the $IC$ loops of $B$ and lines 1 and 2 are the $RC$ loops of $B$. The APD is found in (b). Given an $n$-dimensional array, the access classes ($E_{VIC:S}$, $E_i$ and etc.), $d$, $label$, $\alpha$ and $\beta$ are written $n$ times in the order from the first dimension to the last. The access type (read or write) is given only once.

```
int A[N][N], B[M][M];
1. FORALL (I = 0 .. N)
2. FOALL (J = 0 .. N)
3. FORALL (K = 0 .. M)
4. FORALL (L = 0 .. M)
```

(a) Program segment

For array $A$:

$$\{E_{VIC:S}^2 \text{ and } E_{VIC:S}^{i-2}\} \text{ Write } M^2 \text{ Times}$$

For array $B$:

RC-loop ($N^2$ times) BEGIN

$$\{E_i: \text{ and } E_{VIC:S}^{i-2}\} \text{ Write}$$

RC-loop END

(b) Behavioral sharing description

Figure 31. Behavioral sharing description for multi-dimensional arrays.

### 5.3.4 Example

The representative array $\text{Particles}$ in MP3D of the SPLASH benchmark suite is taken as an example. It is a one-dimensional array of size $N$ partitioned in the block-cyclic manner. Each element of $\text{Particles}$ is 36 bytes in size and one partition block is
composed of 16 elements. The static information and APDS are given in Figure 32. As shown in the figure, the sharing information of arrays in the real application is relatively short, and its sharing behaviors is simple to characterize.

![Array Particle](image)

(a) Static sharing information

1. /* For array Particles */
2. RC-loop ($N^2$ times) BEGIN
3. $E_L$: Read
4. $E_L$: Read
5. $E_L$: Write
6. $E_L$: Read
7. $E_L$: Read
8. $E_{LV}$: pn, Read
9. $E_L$: Read
10. $E_{LV}$: pn, Read
11. RC-loop END

(b) Behavioral sharing description

Figure 32. Static and behavioral sharing description for particles in MP3D.

### 5.4 Sharing State Management and Event Counts

Given static sharing information and the APDS, the sharing state management unit is used to measure particular performance metrics of interest. The static information pre-defines the set of the interesting performance metrics such as the number of cache misses,
the rules that govern sharing state transitions, and other rules that control the occurrences of events. Sharing state management unit takes in the APDS to execute proper sharing state transitions and to count the performance events.

Since the target is the miss rates, the events of interest are the number of data references and the number of cache misses. Given an $n$-dimensional array $A$ with $N_i$, $0 \leq i < n$, elements in each dimension that are used in the computations within a FORALL loop, there are $\prod N_i$, $0 \leq i < n$, data references to $A$. As shown in Figure 31, the APDS implicitly represent data accesses executed within the FORALL loops. Therefore, each APDS for $A$ yields $\prod N_i$, $0 \leq i < n$, data references. In addition, the $RC$ loops also influence the number of data references. If there are $m$ nested $RC$ loops of size $l_{RC_j}$, $0 \leq j < m$, surrounding the computations on $A$, the total number of data references becomes $\prod l_{RC_j} \times \prod N_i$, $0 \leq j < m$ and $0 \leq i < n$. The number of data references is measured directly from the APD without any consideration for data-sharing. The number of processors is not a factor affecting the number of data reference.

Cache misses are experienced by a processor whenever it accesses data objects which are not in its local cache. Given an APDS, the information as to (1) which data objects a processor keeps in its cache and (2) which data objects it tries to access is necessary and sufficient to count the cache misses. The state transition rules adopted in this study is the three state write invalidate protocol as shown in Figure 6. At the beginning, a processor has no data in its cache. As the processor accesses data, new data are brought in and out of the cache. The events that load data into a processor’s cache are data accesses (read or write) by the processor and events that remove data out of the cache are remote writes.

In Section 2.3.1, according to the situation where cache misses are observed, they were classified into pure cold misses (PCM), cold true sharing misses (CTSM), cold false sharing misses (CFSM), pure true sharing misses (PTSM) and pure false sharing misses.
(PFSM). Being dependent on the sharing behavior of data objects, PCM and true sharing misses (CTSM and PTSM) can be characterized and measured based on data-sharing analysis. Unlike true sharing misses, false sharing misses (CFSM and PFSM) are observed when one or more write operations have been executed on the elements that are not accessed during the lifetime of the cache block. The occurrences of false sharing misses depend on the physical placement of cache blocks, which seems to be almost impossible to statically analyze. Since true sharing misses and false sharing misses are commonly dependent on data-sharing, the number of false sharing misses is estimated to be approximately proportional to that of true sharing misses. That is to say, they have the same order of magnitude in the big-oh notation.

In this regard, only the numbers of data references, PCM, CTSM and PTSM are to be modeled. On a PCM, a cache block containing a data object that caused the miss is brought into the local cache from the memory. No remote caches are involved during this coherency transaction. On the other hand, on a CTSM or a PTSM, if a modified copy of the data that caused the miss is kept in a remote cache, a remote processor is involved in the coherency transaction. The coherency transactions for CTSM and PTSM are identical. Furthermore, both the CTSM and PTSM are observed when a processor tries to access a data object that has been modified by a remote processor(s) since its last access. For these reasons, CTSM and PTSM are grouped into TSM (true sharing misses) and CFSM and PFSM are grouped into FSM (false sharing misses).

Therefore, in order to measure the number of cache misses, the sharing state management unit must keep track of data movements among processors so that the information as to which elements a processor keeps in its cache after executing a behavioral sharing description statement is maintained. Second, the sharing state management unit should also know which array elements a processor tries to access during the execution of a behavioral sharing description statement.
In Section 4, we learned about general sharing behaviors of diverse data access types. Being interested in cache misses, we will summarize the data-sharing analysis, focusing on the above-mentioned two requirements of the sharing state management unit.

5.4.1 Sharing Analysis for Cache Misses

Since every processor in an SPMD application is symmetric (Observation 5), we consider a processor, \( P_i \), as the representative of all. We also consider an arbitrary partition block, \( B_{P_i} \), which is allocated to \( P_i \) as the representative of all partition blocks. Note that, in Section 4.3.5, the access types were classified into \( E_t, E_{IVS}, E_{IVM}, E_{VIC_S} \) and \( E_{VIC_M} \). Given a data access type in the APD, only the execution of \( P_i \) on \( B_{P_i} \) is considered. \( P_i \) may access only data elements in \( B_{P_i} \) or other elements according to whether the access type is \( E_t \) or others (\( E_{IVS}, E_{IVM}, E_{VIC_S} \) or \( E_{VIC_M} \)), respectively.

The array elements accessed by \( P_i \) during the execution of \( P_i \) on \( B_{P_i} \) are regarded as elements accessed by \( P_i \) with respect to \( B_{P_i} \) (\( e_{acc} \)). If the access type is \( E_t, E_{IVS} \) or \( E_{VIC_S} \), the number of elements accessed by \( P_i \) with respect to \( B_{P_i} \) is the same as the number of elements in \( B_{P_i} \). On the other hand, if the access type is \( E_{IVM} \) or \( E_{VIC_M} \), the number of elements accessed by \( P_i \) with respect to \( B_{P_i} \) is larger than the number of elements in \( B_{P_i} \).

In addition, the data residing in \( P_i \)'s cache at the completion of the execution of \( P_i \) on \( B_{P_i} \) are regarded as the elements residing in \( P_i \) with respect to \( B_{P_i} \) (\( e_{res} \)). If the access is a read operation, \( e_{acc} \) and \( e_{res} \) are identical to each other. On the other hand, if the access is a write operation, because there can be only one modified copy of data in the system, we have \( e_{acc} \supseteq e_{res} \).

Since an array element is modified by multiple processors in \( E_{IVS}, E_{IVM} \), and \( E_{VIC_M} \) with a write operation, the processors accessing the modified data should experience TSMs. The misses observed by \( P_i \) during the execution of \( P_i \) on \( B_{P_i} \) are regarded as the
misses observed during the accesses by $P_i$ with respect to $B_P$. The term $n_{\text{miss}}$ is used to denote the number of these cache misses. Similarly, $n_{\text{acc}}$ denotes the number of elements in $e_{\text{acc}}$ and $n_{\text{res}}$ denotes the number of elements in $e_{\text{res}}$.

In the sharing analysis of this section, the array is at first assumed to be partitioned in block-cyclic manner with $b$ elements in $B_P$. When it is not necessary to distinguish event types such as data accesses or cache misses, they are simply called events and their number is denoted by $n_e$. Having $N/b = O(N)$ partition blocks (since $b$ is a constant in block-cyclic partitioning) in block-cyclic partitioning, the total number of $n_e$ will be multiplied by $N/b = O(N)$, that is, $n_e \times O(N)$. Although $n_e$ is normally dependent on $b$ ($O(1)$), they often depend on data set size. For example, $n_{\text{miss}}$ may be measured as $f(N)$. Then, the effect of data set size on $n_{\text{miss}}$ is $f(N) \times O(N)$. The effects of the number of processors are of two types. Section 4 show that, if data-sharing takes place between two adjacent processors, the number of processors has no impact on $n_e$. On the other hand, if data-sharing is observed on more than two processors or on two nonadjacent processors, the effect of the number of processors was known as $O((P - 1)/P)$, in Section 4.

In cyclic partitioning where $b = 1$, there are also $O(N)$ ($= N/1 = N$) partition blocks. The discussion made for the block-cyclic partitioning is the same for the cyclic partitioning case. The only difference is that the elements accessed by $P_i$ with non-$E_L$ access types are all supposed to be remote data while, in block-cyclic partitioning case, some of them may be the local data to $P_i$.

In the block partitioning case with $b = N/P$, since there are only $P$ partition blocks, the total number of $n_e$ is simply multiplied by $P$ to become $n_e \times O(P)$. The effect of data set size on $n_e$ exists only when $n_e$ is dependent on the data set size. In addition, since $b$ is a function of $N$, $n_e$ is frequently dependent on the data set size. The effects of the number of processors on $n_e$ is always $O(P)$ if the access type is $E_{\text{vc}}$. Recall that, in cyclic and block-cyclic cases, the number of processors does not affect or its effect is
\( O((P - 1)/P) \) depending on whether data-sharing is observed among more than two adjacent processors or not. This is due to the periodicity in data distribution. However, in block partitioning, since data distribution is not periodic, no such distinction is necessary. If the access type is \( E_{iv} \) in block partitioning, the effects of the number of processors on \( n_e \) is \( O((P - 1)/P) \) due to the irregularity of the access pattern.

In consequence, in the rest of this section, the analysis will focus on the \( e_{wcc} \), \( e_{res} \) and \( n_{miss} \) for various access types. At the end of this section, a table will be provided to summarize the effects of data set size and number of processors on them.

![Diagram showing data accesses of \( E_{lv} \)](image)

Figure 33. Data accesses of \( E_{lv} \).

Again, in Section 4.3.5, index expressions were finally categorized into five classes; \( E_{lv}, E_{vics}, E_{vics}, E_{lvv}, E_{lvv} \) and \( E_{lvv} \). Figure 33 shows data accesses of \( E_{lv} \). There are four levels in the figure. At the top is the data distribution map to describe data distribution among processors. The second level presents data accesses of \( P_i \) with respect to \( B_{P_i} \) in
each iteration of a FORALL loop. The data access map follows to show array elements that are accessed by \( P_i \) with respect to \( B_{P_i} \), which is the projection in the figure, regardless of read or write. The elements marked in the data access map are loaded into \( P_i \)’s cache at least once. They will all reside in \( P_i \)’s cache at the completion of the read operation. If the access is a write operation, some of them have to move out of \( P_i \)’s cache following the invalidation due to the remote processor’s write operation. The diagram at bottom is the modified data map used for the write accesses of \( P_i \) with respect to \( B_{P_i} \). If the access is a read, the modified data map is empty. The elements marked in the modified data map are in \( P_i \)’s cache at the completion of the write access. In this figure, because the elements are exclusively accessed by their Home, they do not moving out to another cache during the accesses of \( P_i \) on \( B_{P_i} \). The case where the data are loaded into a processor’s cache and moved out to another cache will be shown shortly in \( E_{VLC,M} \), \( E_{LV,S} \) and \( E_{LV,M} \).

As shown in Figure 33, for \( E_L \), \( P_i \) accesses all of its local data in \( B_{P_i} \), but no remote data. Once a data is accessed, it stays in \( P_i \)’s cache. In other words, all data are accessed only by their Home processors and stay in their caches.

Figure 34 shows the data accesses of type \( E_{VLC,S} \). As in \( E_L \), all data are accessed only by one processor; either the Home or an adjacent processor. With respect to \( B_{P_i} \), \( P_i \) accesses \( b \) consecutive elements which are \( d \) elements away from the elements in \( B_{P_i} \). In other words, all processors access the elements that are \( d \) elements away from the elements allocated to them. If the elements are accessed, they stay at the accessing processor’s cache until the completion of the accesses of \( P_i \) with respect to \( B_{P_i} \), whether it is a read or write operation.

Figure 35 shows data accesses of \( E_{VLC,M} \). With respect to \( B_{P_i} \), \( P_i \) accesses \( b + |\beta - \alpha| \) consecutive elements which are \( d + \alpha \) elements away from \( B_{P_i} \). All data are accessed \( |\beta - \alpha| \) times by various number of processors (see Section 4.3.2 and Figure 18).
Figure 34. Data accesses of $E_{VHCS}$.
Figure 35. Data accesses of $E_{VHCM}$. 
Figure 35. (Cont’d) Data accesses of $E_{VRC,M}$. 

(c) $d + \alpha \geq b$ and $\beta - \alpha < b$

(d) $d + \alpha \geq b$ and $\beta - \alpha \geq b$
If a read operation is performed, the elements are copied into multiple processors' caches and stay there till the end of $P_i$'s execution with respect to $B_{P_i}$ according to the values of $d$, $\alpha$ and $\beta$. In contrast, if the access is a write operation, only one data copy per array element is allowed. As shown in Figure 35, $P_i$ is approximately assumed to keep only $b$ consecutive array elements in its cache from the one that is $d + \beta$ elements away from the leftmost element in $B_{P_i}$.

The approximation such that $P_i$ keeps $b$ consecutive elements in its cache is based on the lock-step fashion execution. Since we are dealing with the magnitude order in big-$oh$ notation, this approximation will not yield any significant errors. To be precise, among $b$ consecutive elements, a few elements may be taken away from $P_i$'s cache to another processor's cache. In the modeling procedure, the coefficients are computed in the curve fitting stage using the simulation results. Thus, the difference between the approximation and practical value will eventually be eliminated completely.

![Data Distribution Map](image_url)

Figure 36. Data accesses of $E_{ivs}$.

The access pattern for $E_{ivs}$ is shown in Figure 36. With respect to $B_{P_i}$, $P_i$ accesses $b$ elements which are scattered over the index range. Although some elements may be
accessed more than once by more than one processors, there is no differences in the magnitude orders of \( n_{\text{acc}} \) and \( n_{\text{res}} \). They are both proportional to \( B_{P_i} \). Interestingly, the number of elements accessed more than once is also proportional to the data set size, as well. That is, the magnitude orders of the total number of elements accessed by at least one processor and of the total number of elements residing in at least one cache are given by \( O(N) \).

If the access is a read operation, exactly \( b \) elements are accessed and they stay in \( P_i \)'s cache regardless of whether they are accessed by multiple processors or not. For the write operation, consider the second element of \( B_{P_i} \) in Figure 36. It is accessed by \( P_i \) first in iteration 1, and by a remote processor, \( P_j \), in iteration 5. (\( P_j \) experiences a TSM at this point.) The data copy that was residing in \( P_i \)'s cache in iteration 1 is taken away in iteration 5. This implies certain remote processors may have more than \( b \) elements in their caches. However, on the average, a processor contains \( b \) elements in its cache.

Summarily, this situation is approximated as follows. \( P_i \) accesses \( b \) elements with respect to \( B_{P_i} \). \( O(N) \) elements are accessed, in all, and \( O(N) \) elements are accessed many times by multiple processors. On a write operation, \( O(N) \) TSMs are observed.

In the case of \( E_{\ell\text{vcm}} \), with respect to \( B_{P_i} \), \( P_i \) accesses \( |\beta - \alpha| \times b \) elements. In other words, an element is accessed \( |\beta - \alpha| \) times. If the access is a read operation, the \( |\beta - \alpha| \times b \) elements are accessed and they will stay in \( P_i \)'s cache. However, at the completion of a write operation, there must be only \( b \) elements remaining in \( P_i \)'s cache, on the average. This means that \( |\beta - \alpha| \times (b - 1) \) elements have gone out of \( P_i \)'s cache, or each remote processors should observe \( |\beta - \alpha| \times (b - 1) = O(|\beta - \alpha| \times b) \) TSMs.

Discussions made in this section are summarized below.

- If the access type is \( E_{\ell} \), \( E_{\text{vcm}} \) or \( E_{\text{vcm}} \), the locations of array elements accessed by \( P_i \) can be described by \( d \), \( b \), \( \alpha \) and \( \beta \).
• If the access type is $E_{LV}$ or $E_{LV,M}$, the locations of array elements accessed by $P_i$ can not be described by $d, b, \alpha$ and $\beta$.

• For $E_L$, $E_{VRC:S}$ or $E_{LV:S}$, $b$ elements are accessed and they are supposed to stay in $P_i$’s cache regardless of the operation type at the completion of the accesses of $P_i$ with respect to $B_{P_i}$.

• In $E_{VLM}$ and $E_{LM}$, if the access is read operation, $b + |\beta - \alpha|$ and $|\beta - \alpha| \times b$ elements stay in $P_i$’s cache at the completion of the accesses of $P_i$ with respect to $B_{P_i}$, respectively.

• In $E_{VIC:M}$ and $E_{LM}$, if write operation, only $b$ elements will eventually remain in $P_i$’s cache at the completion of the accesses of $P_i$ with respect to $B_{P_i}$. That is to say, $|\beta - \alpha| \times (b - 1)$ TSM are observed during the accesses of $P_i$ with respect to $B_{P_i}$, respectively.

• Not only $E_{VIC:M}$ and $E_{LM}$ but also $E_{LV:S}$ yields TSMs whose amount is proportional to $O(b)$, during the accesses of $P_i$ with respect to $B_{P_i}$.

• If all elements in $B_{P_i}$ were modified by remote processors in previous APDS, the first access to a certain element in $B_{P_i}$ yields a TSM. If the access is a read operation, subsequent accesses to that element of $E_{LV:S}$, $E_{VIC:M}$ and $E_{LM}$ will not produce any more TSMs. If the access is a write operation, they will produce TSMs due to the interleaved accesses by distinct processors.

• In Table 13, a set of important metrics and events are summarized. They were all measured during the execution of $P_i$ on the elements in $B_{P_i}$. The first row in the table also presents the elements that will reside in $P_i$’s cache after the completion of read operations.

• To reflect the effects of data set size, the metrics presented in Table 13 are multiplied by the number of partition blocks which are $N \times \frac{N}{b} = O(N)$ and $N/P$ in cyclic, block-cyclic and block partitioning, respectively.
<table>
<thead>
<tr>
<th>Events or Metrics</th>
<th>Data Partition</th>
<th>$E_L$</th>
<th>$E_{VIC-S}$</th>
<th>$E_{VIC-M}$</th>
<th>$E_{LV-S}$</th>
<th>$E_{LV-M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. accessed elements ($n_{acc}$)</td>
<td>Cyclic</td>
<td>1</td>
<td>1</td>
<td>$1 +</td>
<td>\beta - \alpha</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td>$b$</td>
<td>$b$</td>
<td>$b +</td>
<td>\beta - \alpha</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td>$N/P$</td>
<td>$N/P$</td>
<td>$N/P +</td>
<td>\beta - \alpha</td>
<td>$</td>
</tr>
<tr>
<td>Distance of accessed elements from $B_{P_j}$</td>
<td>Cyclic</td>
<td>0</td>
<td>$d$</td>
<td>$d + \alpha$</td>
<td>unspecifiable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Num. accesses per elements ($n_{ref-e}$)</td>
<td>Cyclic</td>
<td>1</td>
<td>1</td>
<td>$</td>
<td>\beta - \alpha</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Num. total data accesses</td>
<td>Cyclic</td>
<td></td>
<td></td>
<td></td>
<td>$n_{acc} \times n_{ref-e}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Num. modified elements in cache after write op.</td>
<td>Cyclic</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td>$b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td>$N/P$</td>
<td></td>
</tr>
<tr>
<td>Distance of modified elements (after write op.) from $B_{P_j}$</td>
<td>Cyclic</td>
<td>0</td>
<td>$d$</td>
<td>$d + \beta$</td>
<td>unspecifiable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Num. TSM during a single write op.</td>
<td>Cyclic</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>$O(n_{acc} \times n_{ref-e})$</td>
</tr>
<tr>
<td></td>
<td>B-cyclic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 13. Important metrics during the execution of $P_j$ with respect to $B_{P_j}$.

- Finally, the effects of the number of processors are summarized in Table 14. All entries in the rows of $E_{LV-S}$ and $E_{LV-M}$ are due to the non-deterministic sharing behavior; the probability that a certain event takes place in remote data range is proportional to $O((P - 1)/P)$. The reason for all entries in the rows of $E_{VICS}$ and $E_{VIC-M}$ for cyclic partitioning ($b = 1 < d$) is the periodicity of data distribution. In addition, the entries in the rows of $E_{VICS}$ and $E_{VIC-M}$ for block-cyclic partitioning
with $O((P-1)/P)$ are also due to the periodic data distribution. Finally, the
effects of the number of processors in block partitioning case are all $O(P)$
except for $E_{VCS}$ with $d \geq b$.

<table>
<thead>
<tr>
<th>Access Type</th>
<th>Conditions</th>
<th>Partitioning Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_L$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$E_{UVS}$</td>
<td>-</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td>$E_{UV-M}$</td>
<td>$d &lt; b$</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td>$E_{VCS}$</td>
<td>$d \geq b$</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td>$E_{VCS-M}$</td>
<td>$d + \alpha &lt; b$, $\beta - \alpha &lt; b$</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td></td>
<td>$d + \alpha &lt; b$, $\beta - \alpha \geq b$</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td></td>
<td>$d + \alpha \geq b$, $\beta - \alpha &lt; b$</td>
<td>$O((P-1)/P)$</td>
</tr>
<tr>
<td></td>
<td>$d + \alpha \geq b$, $\beta - \alpha \geq b$</td>
<td>$O((P-1)/P)$</td>
</tr>
</tbody>
</table>

Table 14. Effect of number of processors on the event in Table 13.

5.4.2 Number of References

In the previous section, we performed sharing analysis for measuring cache miss
rates. Based on the knowledge obtained, in this and the next subsections, we will introduce
the methodology to compute the magnitude orders of the number of references and of the
numbers of various cache misses.

The formal algorithm to measure the number of data references is shown in Figure
37. The APD is assumed to be in the form of Figure 32 where each statement is serially
numbered. There is a variable and an array to maintain the information regarding $RC$
loops; $RC$-Depth to denote the depth of current $RC$ loop and $RC$-Size[Max_RC] to
denote the size of current $RC$ loop. An additional data structure $N$-Ref_List[MaxStmt]
is used to record the numbers of data accesses incurred by each APDS.
1. DataSetSize = f(N);
2. RC_Depth = 0;
3. RC_Size[MAX_RC_Loop] = 1;
4. N_Ref_List = empty;
5. for (each behavioral description statement) {
6.     if ( RC_Loop BEGIN statement ){
7.         RC_Depth++;
9.     }
10. } else if ( RC_Loop END statement ){
11.     RC_Size[RC_Depth] = RC_Size[RC_Depth-1];
12.     RC_Depth--;
13. }
14. } else /* regular data access statement */{
15.     num_references = find from Table 13 and multiply with the number of partition blocks ;
16.     if ( implicit RC_Loop with size S )
17.         num_references *= S;
18.     num_references *= RC_Size[RC_Depth];
19.     add num_references into N_Ref_List;
20. }
21. }
22. }
23. sum up magnitude orders in N_Ref_List;

Figure 37. Algorithm to measure the number of data references.

Initialization is done in lines 1 through 4. The data set size (DataSetSize) of the shared array is obtained from the static sharing information. DataSetSize defines the IC (or, FORALL) loop size of each APDS. At the very beginning, no RC loop is outstanding
so that the depth of the $RC$ loop for the current statement ($RC\_Depth$) is zero. For all possible $RC$ loops, their sizes ($RC\_Size[MAX\_RC]$) are initially assumed to be one. This implies that the body statements in the APD are executed only once. Finally, the list of the numbers of data accesses to be observed by the APDS ($N\_Ref\_List[MAX\_STMNT]$) is assumed to be empty.

Lines 5 through 23 form the main body of the algorithm. An example will help understand the way the algorithm works. Assume an array with data set size $f(N)$ and its APD given in Figure 38. On $S_1$, $RC\_Depth$ becomes 1 and $RC\_Size[1]$ becomes $n_1$. On $S_2$, $RC\_Depth$ is 2 and $RC\_Size[2]$ is $n_1\times n_2$. These are shown by lines 7, 8, 9 in Figure 37. $stmt_1$ is executed on $f(N)$ array elements and the number of data accesses is $n_1\times n_2\times f(N)$, which is the result of lines 16, 19 in Figure 37. In line 16, the sharing analysis results obtained in Section 5.4.1 and Table 13 are used. On $S_4$, $RC\_Depth$ becomes 1 and $RC\_Size[2]$ is reset to 1. The number of accesses due to $stmt_2$ is the product of $f(N)$ and $RC\_Size[1]$: $n_1\times f(N)$, $S_6$ in Figure 38 implies that there is an $RC$ loop within the $IC$ loop (see array A in Figure 31 (b)). In this case, the number of data references is $n_1\times n_3\times f(N)$ which is the result of lines 16, 18, 19 in Figure 37. Having no $RC$ loop around, $stmt_4$ yields $f(N)$ references. The number of references computed for each statement is stored into the $N\_Ref\_List$. After all statements are processed, the last step is to sum up the magnitude orders stored in the $N\_Ref\_List$.

### 5.4.3 Number of PCM

In Table 13, the number of data elements accessed by $P_i$ during its execution with respect to $B_{pi}$ for all possible cases is given. The total number of data elements accessed by any processor should be at least $O(N)$. But, since an element brings in exactly one cold miss for a processor, the upper bound of the number of cold misses is $O(N)$. Hence, the number of cold misses is always proportional to $O(N)$. As a result, the goal in measuring
the number of cold misses is to find out the number of processors observing a cold miss from an array element. This is identical to measuring the sharing degree of array elements.

A pure cold miss (PCM) is observed when a processor accesses a cache block for the first time which has not been modified by any other processors. So, the behavioral sharing description statements appearing before the first write statement and the write statement itself are the only sources of PCM. RC loops do not affect the number of PCM since the PCMs are measured only once per element for a processor.

Table 15, which is based on Table 14, shows the effect of the number of processors on the number of PCMs. The first row represents the case where there is only one APDS, or there are two or more exactly same statements, before and during the first write statement. If the index expression in the statement(s) is for a single array element ($E_l$, $E_{VIC,S}$, or $E_{LV,S}$), every array element is accessed by one processor. This results in the fact that the number of PCMs is not affected by the number of processors. For the other cases, the entries in the remaining rows are applied. For instance, if the index expression is for multiple array elements ($E_{VIC,M}$, or $E_{LV,M}$), an array element may be accessed by multiple processors. If there are two or more different APDSs before the first write, an array element should be accessed by multiple processors as well.
Table 15. Effects of number of processors on the number of PCM.

The algorithm in Figure 39 shows that the number of PCMs is computed merely by executing a table look-up (lines 10 and 15). What is necessary in static information is the partitioning method (line 1). Instead of the N_Ref_List for the number of data references used in Figure 37, N_PCM_List is used to store the magnitude order of the number of processors affecting the number of PCM observed during each APDS.

The main body of the algorithm takes care of only the regular data accesses with read operations before the first write statement (line 10) and the first write statement itself (line 15). For each of those statements, table look-up is performed. As soon as the first write statement is met (line 7), the loop is broken (line 8) and the control in the algorithm jumps to the point (lines 15) where the magnitude order of the number of processors in the first write statement is to be found.
/* Data Partitioning Method is known */
N_PCM_List = empty;
for (each behavioral description statement) {
    if (RC_Loop BEGIN OR RC_Loop END statements)
        do nothing;
    else /* regular data access statement */ {
        if (write operation)
            break for-loop and go to line 15;
        else {
            look up Table 15;
            add the result into N_PCM_List;
        }
    }
    }
look up Table 15 for PCM in the first write statement;
add the result into N_PCM_List;
sum up magnitude orders in N_PCM_List;

Figure 39. Algorithm to measure the number of PCM.

5.4.4 Number of TSMs

A true sharing miss (CTSM or PTSM) is a miss which is preceded by a write operation from another processor. At the completion of a write operation in a FORALL loop, all array elements are in dirty or modified state. The processor that keeps the exclusive dirty copy of a certain array element is determined from the access types and access parameters. In addition, the elements a processor, $P_i$, tries to access is also diversely defined according to the access type. If $P_i$ tries to access an element which was loaded into a remote cache after the write operation, it has to experience a TSM.
5.4.4.1 Sharing State after a Write Statement

The first requirement to measure the number of TSMs is to know the distribution of modified data after the write statement. In Section 5.4.1, the complete sharing analysis for cache misses and the distribution of modified data for various access types were introduced. The modified data maps in Figures 33 through 36 show the modified array elements that the processor \( P_i \) keeps in its cache after completing its write operations with respect to \( B_{P_i} \). They were summarized in Table 13. In this section, we build another table based on Table 13. Table 16 more specifically describes the index ranges of modified elements processor \( P_i \) keeps in its cache after completing its write operations with respect to \( B_{P_i} \).

<table>
<thead>
<tr>
<th>Data Partition</th>
<th>Access Types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E_L )</td>
</tr>
<tr>
<td>Cyclic</td>
<td>from 0</td>
</tr>
<tr>
<td></td>
<td>to 1</td>
</tr>
<tr>
<td>B-cyclic</td>
<td>from 0</td>
</tr>
<tr>
<td></td>
<td>to ( b )</td>
</tr>
<tr>
<td>Block</td>
<td>from 0</td>
</tr>
<tr>
<td></td>
<td>to ( N/P )</td>
</tr>
</tbody>
</table>

Table 16. Locations of modified elements of \( P_i \) after a write operation with respect to \( B_{P_i} \).

The entries in the table denote the relative distance from the leftmost element in \( B_{P_i} \). The elements designated by the from rows are inclusive while those designated by the to rows are exclusive. For better understanding, see Figures 33 to 36. Note that the conditions (such as \( b < d \) or \( d + \alpha \geq b \)) which were applied to each partitioning scheme in sharing analysis are not taken into account in describing the locations of modified elements of \( P_i \) after a write operation with respect to \( B_{P_i} \).
5.4.4.2 Access Pattern of a Statement

The other requirement to measure the number of TSMs is to know the elements to be accessed during the execution of the APDS. In Section 5.4.1, the complete sharing analysis for data access patterns for various access types were introduced. The data access maps in Figures 33 through 36 shows the array elements that the processor $P_i$ accesses during its execution with respect to the elements in $B_{P_i}$. They are summarized in Table 13. In this section, we build another table based on Table 13. Table 17 more specifically describes the index ranges of the elements accessed by processor $P_i$ during its execution with respect to $B_{P_i}$.

<table>
<thead>
<tr>
<th>Data Partition</th>
<th>Access Types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_L$</td>
</tr>
<tr>
<td>Cyclic from</td>
<td>0</td>
</tr>
<tr>
<td>to</td>
<td>1</td>
</tr>
<tr>
<td>B-cyclic from</td>
<td>0</td>
</tr>
<tr>
<td>to</td>
<td>$b$</td>
</tr>
<tr>
<td>Block from</td>
<td>0</td>
</tr>
<tr>
<td>to</td>
<td>$N/P$</td>
</tr>
</tbody>
</table>

Table 17. Locations of array elements accessed by $P_i$ during its execution with respect to $B_{P_i}$.

In Table 17, the entries in the table denote the relative distance from the leftmost element in $B_{P_i}$, and the elements designated by the from rows are inclusive while those designated by the to rows are exclusive. The conditions such as $b < d$ and $d + \alpha \geq b$ are not taken into consideration in this table. The differences between Tables 16 and 17 are the entries in the shaded table cells appearing in $E_{VIC,M}$ case. Obviously, the elements to appear in $E_{LV}$ cases of both tables must be distinct from each other, although they are specifiable. As in Table 16, the entries in the table denote the relative distance from the left-
most element in \( B_{P_i} \), and the elements designated by the *from* rows are inclusive while those designated by the *to* rows are exclusive. The conditions such as \( b < d \) and \( d + \alpha \geq b \) are not considered in this table.

5.4.4.3 TSMs on Read Statement

Using the information obtained from earlier sections, we can estimate the number of TSMs. In this section, we consider read statements following a write statement. Assume the recent write statement is of type \( E_L \), \( E_{VIC:S} \), or \( E_{VIC:M} \). Then, processor \( P_i \) keeps some modified elements at deterministic locations in its cache. If the read statement that follows the write statement is also of type \( E_L \), \( E_{VIC:S} \), or \( E_{VIC:M} \), the number of elements that processor \( P_i \) cannot find in its cache are measurable using access parameters \((d, \alpha \text{ and } \beta)\). In Figure 40, at the top level are the modified elements residing in \( P_i \)'s cache after the write operation of \( P_i \) with respect to \( B_{P_i} \). The second level shows the elements accessed by \( P_i \) during its read operation with respect to \( B_{P_i} \). Then, the shaded elements at the bottom level denote the elements not found in \( P_i \)'s cache during its read operation with respect to \( B_{P_i} \). They are the TSM. The figure is an example where the write statement and read statements are both of type \( E_{VIC:S} \).

Given a write statement of type \( E_L \), \( E_{VIC:S} \), or \( E_{VIC:M} \), assume a read statement is of type \( E_{LV:S} \) or \( E_{LV:M} \). Whenever \( P_i \) makes its access to an element designated by an index expression of type \( E_{LV:S} \) or \( E_{LV:M} \), the probability that the element is kept in a remote cache is \((P - 1)/P\), regardless of the access type of the recent write statement. This is true even for the case where the write statement is of type \( E_{LV:S} \) or \( E_{LV:M} \). The example in Figure 41 (a) shows the TSM observed on \( E_{LV:S} \) read statement after \( E_{VIC:S} \) write statement, both of which are executed by \( P_i \) with respect to \( B_{P_i} \). Another example is in Figure 41 (b) where both read and write statements are of type \( E_{LV:S} \) executed by \( P_i \) with respect to \( B_{P_i} \). The
number of TSMs observed by \( P_i \) during its read operation with respect to \( B_{P_i} \) is estimated as \( O(b) \) and \( O(b + |\beta + \alpha|) \) for \( E_{LVS} \) and \( E_{LVM} \), respectively.

Finally, if the write statement is of type \( E_{LVS} \) or \( E_{LVM} \), \( P_i \) keeps some modified elements at arbitrary locations in its cache. When \( P_i \) makes its access to an array element during its execution with respect to \( B_{P_i} \), the probability that the element is not in \( P_i \)'s cache is \((P - 1)/P\), regardless of the access type of the read statement. This is the probability that \( P_i \) experiences a TSM on its access to an element. The number of TSMs that \( P_i \) experiences is proportional to the number of accesses it makes during the execution with respect to \( B_{P_i} \). An example is presented in Figure 42.

When a series of read statements are executed after a write statement, the estimated number of TSMs are summed up. For example, assume an APD in Figure 43 (a). Three consecutive read statements follow a write statement. Figure 43 (b) shows the sharing patterns of processor \( P_i \). The elements in the figure at the top level are modified by their Home (by \( E_i \)) and stay in their Homes’ caches. The numbers of TSMs observed
Figure 41. TSM on $E_{IVS}$ or $E_{IVM}$ read statement after a write statement.

Figure 42. TSM on $E_{IVC}$ read statement after $E_{IVS}$ or $E_{IVM}$ write statement.
when $S_2, S_3$ and $S_4$ are individually executed immediately after $S_1$ are shown as well as the number of TSMs when $S_1, S_2, S_3$ and $S_4$ are executed serially. We observe that the total number of TSMs caused by serial read statements, whose magnitude order is expressed in big-oh notation, is same as the sum of the magnitude orders of the number of TSMs caused by individual read statements executed immediately after the write.

Figure 43. Number of TSM for consecutive reads after a write.

More interestingly, assume that a read statement, $S_r$, that produces $O(f(N))$ and $O(g(P))$ TSMs is executed twice. In practice, the first execution of $S_r$ results in $O(f(N))$ and $O(g(P))$ TSMs, while the second execution produces cache hits, only. Therefore, the total number of TSMs produced by two read operations is $O(f(N))$ and $O(g(P))$. However, in our scheme, $O(f(N))$ and $O(g(P))$ TSM are recorded for both executions of the
read statements given in the program code. Having \( O(f(N)) + O(g(N)) = O(f(N)) \) and \( O(g(P)) + O(g(P)) = O(g(P)) \), we get the same number of TSMs. As a result, the number of TSMs observed by consecutive read statements following a write is measured for individual read statements and added together to obtain the total number of TSMs.

From the number of TSMs observed by \( P_i \) during its read accesses with respect to the elements in \( B_{P_i} \) (Table 18), the total number of TSMs can be computed using the effects of data set size and number of processors as discussed in Section 5.4.1.

<table>
<thead>
<tr>
<th>( E_L )</th>
<th>( E_{VIC:S} )</th>
<th>( E_{VIC:M} )</th>
<th>( E_{IV:S} )</th>
<th>( E_{IV:M} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation using access parameters ( (d, \alpha, \beta) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b \times</td>
<td>\beta - \alpha</td>
</tr>
</tbody>
</table>

Table 18. Summary of TSM on read operation by \( P_i \) with respect to \( B_{P_i} \).

### 5.4.4.4 TSM on Write Statement

In this section, we consider the case where the current statement in the APD that follows a previous write statement is also a write statement. Let’s first assume the previous write statement is of type \( E_L, E_{VIC:S} \) or \( E_{VIC:M} \) so that a processor \( P_i \) has \( b \) consecutive elements at deterministic locations, in its cache, after the completion of its write operation with respect to \( B_{P_i} \). If the current write statement is of type \( E_L \) or \( E_{VIC:S} \), the number of TSMs that are observed by \( P_i \) during its execution with respect to \( B_{P_i} \) can be computed using access parameters, \( d, \alpha \) and \( \beta \). This procedure is identical to the case where the current statement is a read operation. The only difference is the resulting sharing state of the modified elements after the write operation.
If the previous write statement is of type $E_t$, $E_{\text{VIC-S}}$ or $E_{\text{VIC-M}}$ and the current write statement is of type $E_{\text{VIC-M}}$, $b$ consecutive elements at the distance of $d + \alpha$ from the leftmost element in $B_{P_i}$ are accessed first by $P_i$, and, later, by other processors. The other elements that $P_i$ will access are preceded by remote processors’ write operations (Figure 44). Therefore, the TSM that $P_i$ observes during its execution with respect to $B_{P_i}$ are classified into two kinds. The first kind of TSM occurs due to the previous write operation. The TSMs observed on the $b$ elements between the relative distances of $d + \alpha$ (inclusive) and $d + \alpha + b$ (exclusive) from the first element of $B_{P_i}$ belong to this category. The number of TSMs in this case is estimated by using access parameters. Another kind of TSM is due to the write operations from remote processors executed in the current write statement. In this case, all accesses yield TSMs. The number of TSMs observed by $P_i$ during its execution with respect to $B_{P_i}$ is proportional to $O(|\beta - \alpha|)$. The total number of TSMs that $P_i$ observes during its execution with respect to $B_{P_i}$ is the sum of the number of TSMs measured in two cases.

![Figure 44. Data accesses of $E_{\text{VIC-M}}$.](image)

Consider the previous write statement is of type $E_t$, $E_{\text{VIC-S}}$ or $E_{\text{VIC-M}}$ and the current write statement is of type $E_{\text{LY-S}}$ or $E_{\text{LY-M}}$. In this case, no matter how the modified elements
may be distributed among processors, each access of \( P_i \) would produce a TSM with the probability of \( O((P - 1)/P) \). The number of TSMs that \( P_i \) experiences during its execution of write operation with respect to \( B_{Pi} \) is proportional to \( O(b) \) or \( O(b \times |\beta - \alpha|) \) for \( E_{LV:S} \) or \( E_{LV:M} \), respectively.

Finally, if the previous write statement is of type \( E_{LV:S} \) or \( E_{LV:M} \), every data access of \( P_i \) produces a TSMs with the probability of \( O((P - 1)/P) \), regardless of the current access type. This is because of the non-deterministic distribution of modified data elements as a result of the previous write statement.

From the number of TSMs observed by \( P_i \) during its write accesses with respect to the elements in \( B_{Pi} \) (Table 19), the total number of TSMs can be computed using the effects of the data set size and the number of processors as discussed in Section 5.4.1.

<table>
<thead>
<tr>
<th></th>
<th>( E_L )</th>
<th>( E_{VIC:S} )</th>
<th>( E_{VIC:M} )</th>
<th>( E_{LV:S} )</th>
<th>( E_{LV:M} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_L )</td>
<td>Estimation using access parameters</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
</tr>
<tr>
<td>( E_{VIC:S} )</td>
<td>( d, \alpha, \beta )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
</tr>
<tr>
<td>( E_{VIC:M} )</td>
<td>Estimation using access parameters + ( O(</td>
<td>\beta - \alpha</td>
<td>) )</td>
<td>( O(b +</td>
<td>\beta - \alpha</td>
</tr>
<tr>
<td>( E_{LV:S} )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
<td>( O(b) )</td>
</tr>
<tr>
<td>( E_{LV:M} )</td>
<td>( O(b \times</td>
<td>\beta - \alpha</td>
<td>) )</td>
<td>( O(b \times</td>
<td>\beta - \alpha</td>
</tr>
</tbody>
</table>

Table 19. Summary of TSM on write operation by \( P_i \) with respect to \( B_{Pi} \).

### 5.4.4.5 Algorithm for TSM Estimation

In Sections 5.4.4.3 and 5.4.4.4, the number of TSMs observed by \( P_i \) during its write accesses with respect to the elements in \( B_{Pi} \) were completely explained and tabulated. In addition, Section 5.4.1 showed the way to expand the number of TSMs to reflect effects of data set size and number of processors. This knowledge is essential in measuring the total number of TSMs. In this section, the formal algorithm for estimating the total number of TSMs is introduced.
/* Given static sharing information */
/* Given behavioral sharing description where
the statements are serially numbered */
1. stmt_no = RC_Depth = RC_Idx = Crt_RC_Idx = 0 ;
2. RC_Info[MAX_RC_Loops] = empty ;
5. while ( ! end_of_behavioral_sharing_description ) {
6. if ( behavioral_stmt[stmt_no]->type == RC_BEGIN )
7.     RC_LOOP_BEGIN_Handler (stmt_no) ;
8. else if ( behavioral_stmt[stmt_no]->type == RC_END )
9.     RC_LOOP_END_Handler (stmt_no) ;
10. else /* regular statements */ { 
11.     compute magnitude orders of data set size and
number of processors using access parameters or
in the way shown in Sections 5.4.4.3 and 5.4.4.4 .
12.     if ( RC_Depth > 0 )
13.         add the results to crt RC_Info TSM lists ;
14.     else
15.         add the results to Global TSM Lists ;
16.     if ( behavioral_stmt[stmt_no]->op == WRITE )
17.         change data modification state ;
18. }
19. stmt_no++ ;
20. }
21. sum up magnitude orders in
    Global_TSM_List_for_DSS and in
    Global_TSM_List_for_NP ;
22. return final results to users ;

Figure 45. Algorithm for TSM measurement (Main routine).
Figure 45 presents the main routine for measuring the number of TSM in terms of data set size and number of processors. The static information and the APD are assumed to be provided beforehand. The statements in the APD are supposed to be serially numbered as in Figure 32 (b). There are a few variables and data structures needed in the algorithm. All of them are global in the program scope. The \texttt{stmt_no} is used to point to the statements in the APD. The \texttt{RC_Idx} assigns a unique number to each \textit{RC} loop found in the APD. The \texttt{RC_Depth} denotes the depth of the current \textit{RC} loop and the \texttt{Crt_RC_Idx} is defined to store the \texttt{RC_Idx} of current \textit{RC} loop. The initial values of all these variables are zero (Line 1).

There are two \textit{list} data structures (\texttt{Global_TSM_List}) that store the estimated number of TSMs in terms of data set size and number of processors. They are used to store the number of TSMs measured from the statements that are not within an \textit{RC} loop and the total number of TSM measured inside an (nested) \textit{RC} loop. Finally, the data structure called \texttt{RC_Info} is used to store the information of each \textit{RC} loop including the \texttt{stmt_no} in the APD and the size of the \textit{RC} loop. The \texttt{RC_Info} also includes two lists to maintain the amount of TSMs measured from the statements within the current \textit{RC} loop. All these data structures are initialized to be empty.

The main body of the algorithm starts from line 7. The loop is executed until the end of the APD is detected. Every statement is checked if it is the beginning of an \textit{RC} loop (Line 6), the end of an \textit{RC} loop (line 8) or a regular data access statement (line 10). For the first two cases, proper handler subroutines are invoked (lines 9, 11) which will be explained shortly.

The actual estimation of the number of TSMs for each APDS is done in line 11. The methodology is completely described in Sections 5.4.4.3 and 5.4.4.4. If the current statement is within an \textit{RC} loop, the estimation results are stored into the corresponding lists of \texttt{RC_Info[Crt_RC_Idx]} (line 13). If the current statement is not surrounded by
1. void RC_LOOP_BEGIN_Handler (stmt_no) 
2. {
3.     RC_Info[RC_Idx]->stmt_no = stmt_no ;
4.     RC_Info[RC_Idx]->size = RC loop size;
5.     RC_Info[RC_Idx]->TSM_List_for_DSS = empty ;
6.     RC_Info[RC_Idx]->TSM_List_for_NP = empty ;
7.     if ( RC_Depth > 0 )
8.         RC_Info[RC_Idx]->parent = Crt_RC_Idx ;
9.     else
10.        RC_Info[RC_Idx]->parent = None ;
11.        Crt_RC_Idx = RC_Idx ;
12.        RC_Idx++ ;
13.        RC_Depth++ ;
14. }

Figure 46. Algorithm for TSM measurement (RC_LOOP_BEGIN_HANDLER).

any RC loop, the results are added to the list of Global_TSM_Lists (line 15). After TSM estimation, the current statement is checked if it is a write operation to update the modified data distribution among processors (lines 16, 17).

Finally, the entries in Global_TSM_Lists are the number of TSMs expressed in terms of the data set size and number of processors. They are all summed up to yield the total number of TSMs.

Figure 46 is the subroutine performing the operations needed when a new RC loop is started. The variable RC_Idx, which is monotonously increasing, points to a new space of data structure RC_Info. The information regarding the new RC loop are stored into RC_Info[RC_Idx]. At the beginning of RC loop, the lists of TSM for data set size and for number of processors are both empty (lines 3 to 6). All TSM estimation results from the
statements within this RC loop are stored into the lists as specified in lines 12 and 13 of Figure 45.

It is checked if there was any other RC loop surrounding the current RC loop (nested RC loop). If so, Crt_RC_Idx which is the RC_Idx of previous RC loop is recorded into the parent field of RC_Info[RC_Idx]. The goal for this is as follows. Once the estimation of TSM from the statements within a child RC loop is finished, the total number of TSM within the child RC loop is stored into the TSM_List_for_DSS and TSM_List_for_NP of the parent RC loop. This will be shown in detail when we introduce the RC_LOOP_END_HANDLER subroutine.

After the initialization, the Crt_RC_Idx pointing to the current entry of the RC loop data structure (RC_Info) is updated. Similar cases are applied to the variables RC_Idx and RC_Depth whose values are used for the next RC loop to be opened within the current RC loop.

The last part of the algorithm for TSM estimation is the RC_LOOP_END_HANDLER in Figure 47 which is executed when the current RC loop is terminated. First of all, the entries in TSM_List_for_DSS and TSM_List_for_NP of the current RC loop are added together. The results are the number of TSMs measured during one iteration of the current RC loop. To see how these results should be dealt with, let's assume that there is at least one write statement within the RC loop.

In the first iteration, the number of TSMs observed from the read statements ahead of the first write in the current RC loop are measured based on the modified data distribution due to the most recent write statement executed before entering current RC loop. At the end of the first iteration, we must have different modified data distribution due to the last write statement within the RC loop. Then, in the second iteration of the RC loop, the occurrences of TSMs during the executions of the read statements ahead of the first write must be different from what we had in the first iteration. Since the modified data distribu-
tion at the end of every RC loop iteration is the same, the numbers of TSM estimated in the second and later iterations are the same. In consequence, if the size of an RC loop is $s$, the total estimated number of TSMs is given by

$$TSM_{Total} = TSM_{first} + (TSM_{second} \times (s - 1))$$

where $TSM_{first}$ is the number of TSMs in the first iteration and $TSM_{second}$ is the number of TSMs measured in the second iteration of the RC loop.

If there is no write statement in an RC loop, the total TSM measured in the RC loop of size $s$ becomes

$$TSM_{Total} = TSM_{first} \times s.$$  

In the algorithm, lines 2 to 17 compute the number of TSMs when there is at least one write statement in the RC loop. Note that the effects of the number of processors on TSM are not multiplied by the RC loop size. This is because while the RC loop size may be dependent on data set size, it is not dependent on the number of processors. The lines 16 and 17 in Figure 47 should be replaced with the following if there is no read statement in the RC loop.

16. $Total\_Order\_of\_DSS = Tmp\_T\_Order\_of\_DSS[0] \times RC\_Info[Crt\_RC\_Idx]->size;$
17. $Total\_Order\_of\_NP = Tmp\_T\_Order\_of\_NP[0];$

Once the total amount of TSMs for a whole RC loop is computed, the results must be saved. If the RC loop has its parent RC loop, the results are added to the TSM_List_for_DSS and TSM_List_for_NP of the parent RC loop (lines 23 to 27) since the current RC loop is regarded as one statement by its parent RC loop. If no parent RC loop is found, the results are added into the Global_TSM_List_for_DSS and Global_TSM_List_for_NP (lines 25 to 30).

Finally, proper bookkeeping operations including the decrement of RC_Depth and adjustment of Crt_RC_Idx are done.
1. void RC_LOOP_END_Handler (stmt_no) {
2.     sum up the entries in
3.         RC_Info[Crt_RCIdx]->Order_of_DSS_List and in
4.         RC_Info[Crt_RCIdx]->Order_of_PN_List ;
5.     and save them into
6.         Tmp_T_Order_of_DSS[0] and
7.         Tmp_T_Order_of_NP[0] ;
8.     clear RC_Info[Crt_RCIdx]->Order_of_DSS_List and
9.         RC_Info[Crt_RCIdx]->Order_of_PN_List ;
10.    run current RC loop one more iteration
11.    from tmp_stmt_no = RC_Info[RC_Idx]->stmt_no
12.    to tmp_stmt_no = stmt_no - 1 ;
13.    ditto lines 2 through 9 using
14.    Tmp_T_Order_of_DSS[1] and
16.    Total_Order_of_DSS = Tmp_T_Order_of_DSS[0] +
17.        (Tmp_T_Order_of_DSS[1] * RC_Info[Crt_RCIdx]->size ) ;
18.    Total_Order_of_NP = Tmp_T_Order_of_NP[0] +
20.    if (RC_Depth > 1 ) {
21.        add Total_Order_of_DSS into
22.        RC_Info[RC_Info[Crt_RCIdx]->parent]-->TSM_List_for_DSS
23.        add Total_Order_of_NP into
24.        RC_Info[RC_Info[Crt_RCIdx]->parent]-->TSM_List_for_NP
25.    }
26.    else {
27.        add Total_Order_of_DSS into
28.        Global_TSM_List_for_DSS and
29.        add Total_Order_of_NP into
30.        Global_TSM_List_for_NP
31.    }
32.    RC_Depth-- ;
33.    Crt_RCIdx = RC_Info[RC_Info[Crt_RCIdx]->parent] ;
34.}

Figure 47. Algorithm for TSM measurement (RC_LOOP_END_HANDLER).
Chapter 6

PREDICTION RESULTS BASED ON DATA-SHARING ANALYSIS

This section provides all simulation and prediction results. Simulations are performed in two aspects; one for variable data set size and the other for variable number of processors. At first, when we vary the data set sizes, the number of processors is fixed at 8. The small and large data sets are identical to those given in Table 3. Second, as the number of processors is changing, the data set sizes in applications take distinct values. They are summarized in Table 20.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Sample Number of Processors</th>
<th>Fixed Data Set Size</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>LU</td>
<td>2, 4, 8, 16</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>MP3D</td>
<td></td>
<td>32K</td>
<td></td>
</tr>
<tr>
<td>WATER</td>
<td></td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>OCEAN</td>
<td></td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td></td>
<td>$2^{16}$</td>
<td></td>
</tr>
<tr>
<td>BARNES</td>
<td></td>
<td>1024</td>
<td></td>
</tr>
<tr>
<td>RADIX</td>
<td></td>
<td>128K keys</td>
<td></td>
</tr>
</tbody>
</table>

Table 20. Number of processors used to find fitting functions.
At the beginning of each subsection, brief algorithmic descriptions for the programs and representative shared variables are introduced with their static and behavioral sharing information for the shared variables in every application are also provided. An additional table follows after the sharing information that includes the effects of data size and number of processors on the number of data references and the number of various types of cache misses.

Besides, a set of graphs for simulation results obtained from the small data sets are provided in each benchmark. Even though we are modeling and predicting the number of misses categorized into PCM, TSM and FSM only, the graphs were drawn for each type of cache misses (PCM, CTSM, CFSM, PTSM, and PFSM) to help understand detail behavioral characteristics in the application. In the graphs, the x-axis and y-axis stand for the data set size and the number of the events, respectively.

Finally, two tables per application will show the prediction results for large data sets and large number of processors. In tables, the empirical models for individual shared variables are found. At the bottom of tables, models for overall performance metrics are given which are obtained by summing up the models for all shared variables.

At the end of this section, the empirical models and prediction results for large data sets and large number of processors of all applications are collected together. The last table will compare the prediction results for data set size obtained in Section 3 and those obtained in this section.

6.1 LU

Shared variables: LU application performs the LU-decomposition of a dense matrix. The problem size $N$ is the number of rows of the matrix as well as the number of iterations. There are two large matrices, $A$ and $L$, of size $N$-by-$N$ and one vector, $this\_Pivot$, of size $N$ are modifiable. $A$ and $L$ are stored column-wise in shared memory
space. Columns $i$ of $A$ and $L$ are statically allocated to the \textit{Home}, processor $i \mod P$, where $P$ is the number of processors. Each column of $A$ is accessed by its \textit{Home} only, whereas a column $i$ of $L$ and an element $i$ of \textit{thisPivot} are first modified once by the \textit{Home} and then read by all the \textit{Homes} of columns with indices greater than $i$.

![Diagram](image)

Figure 48. Static and behavioral sharing description for array $A$ in LU.

![Diagram](image)

Figure 49. Static and behavioral sharing description for array $L$ in LU.
Size of an element: 4 bytes
Dimension: 1
Size in dimension 1: N
Partition in dimension 1: Cyclic

(a) Static sharing information

1. $E_L$: Write;
2. RC-loop (N times) BEGIN
3. $E_{vc-s}$: Write;
4. RC-loop END

(b) Behavioral sharing description

Figure 50. Static and behavioral sharing description for array this$.pivot$ in LU.

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
<th>Data Set</th>
<th>Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>References</td>
<td>$O\left( N^2 \right)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>$O\left( N^2 \right)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>References</td>
<td>$O\left( N^3 \right)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>$O\left( N^2 \right)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>$O\left( N^2 \right)$</td>
<td>$O(P)$</td>
<td></td>
</tr>
<tr>
<td>This</td>
<td>References</td>
<td>$O\left( N^4 \right)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>$O(N)$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>$O(N)$</td>
<td>$O(P)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 21. Effects of data set size and number of processors.

**Simulation results:** Overall miss rate in LU is dominated by cold misses of arrays $A$ and $L$ (Figure 51 (b), (c)). Only a few sharing misses are observed in this$pivot$ (Figure 51 (d), (e)). The static and behavioral sharing information of arrays are given in Figures 49 to 50. They show that the first accesses to every array are made by the Home and the operation type is a write. This implies that the home is the only processor experiencing PCM since subsequent accesses of all remote processors are made to the elements modi-
fied by the Home. Therefore, the numbers of PCM of all arrays are not affected by the number of processors (Table 21). Instead, those accesses bring in TSM on arrays A and thisPivot. RC loops surrounding the array accesses result in $O(N^3)$ and $O(N^2)$ data references for two-dimensional and one-dimensional arrays, respectively. Figures 49 to 50 and Table 21 show that overall PCM and TSM of arrays A and L increase at the speed of $O(N^2)$ whereas the number of references increases at the speed of $O(N^3)$. Therefore the miss rate in LU will vanish quite rapidly as the data set size increases.

Figure 51. Simulation results in LU.
**Prediction results:** In LU, as shown in Tables 22 and 23, due to the regularity of data communications among processors, the prediction errors of each type of misses are extremely small. In particular, the predicted values for the total miss rates for large data sets and 64 processors are perfect.

<table>
<thead>
<tr>
<th>A</th>
<th>Reference</th>
<th>1.332N^2+6.358N^2+27.84N+891.126</th>
<th>simulation</th>
<th>prediction</th>
<th>error%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCM</td>
<td>0.520N^2+0.056N+4.100</td>
<td>20739</td>
<td>20745</td>
<td>-0.030</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.657N^3-0.032N^2+2.275N-85.238</td>
<td>15925054</td>
<td>15925727</td>
<td>-0.004</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.125N^2+7.722N-2.472</td>
<td>10583</td>
<td>10559</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td>CSM</td>
<td>0.875N^2+6.272N-40.482</td>
<td>74049</td>
<td>74046</td>
<td>0.000</td>
</tr>
<tr>
<td>thisPivot</td>
<td>Reference</td>
<td>1.000N^2+0.000N-2.968</td>
<td>83517</td>
<td>83517</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.125N+1.000</td>
<td>37</td>
<td>37</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>0.875N+3.000</td>
<td>1763</td>
<td>1763</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>0.562N-12.932</td>
<td>148</td>
<td>148</td>
<td>-0.592</td>
</tr>
<tr>
<td>Total</td>
<td>Reference</td>
<td>1.999N^2+7.327N^2-23.566N+633.06</td>
<td>48358051</td>
<td>48355545</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.375N^2+0.661N+2.629</td>
<td>31309</td>
<td>31302</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>0.675N^2+11.543N-51.624</td>
<td>75842</td>
<td>75839</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>0.562N-12.932</td>
<td>148</td>
<td>148</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Total Miss</td>
<td>1.250N^2+12.967N-61.928</td>
<td>107349</td>
<td>107349</td>
<td>0.000</td>
</tr>
</tbody>
</table>

\[
\text{Error}\% = \frac{\text{Actual} - \text{Predicted}}{\text{Actual}}
\]

\[
\text{MissRate} = \frac{\text{Total Misses}}{\text{Total Instructions}}
\]

<table>
<thead>
<tr>
<th>Total Misses</th>
<th>1.250N^2 + 12.967N - 61.928</th>
</tr>
</thead>
<tbody>
<tr>
<td>MissRate(%)</td>
<td>0.2220</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A</th>
<th>Reference</th>
<th>22764012</th>
<th>simulation</th>
<th>prediction</th>
<th>error%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCM</td>
<td>16384</td>
<td>16384</td>
<td>16384</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11184638</td>
<td>11184638</td>
<td>11184638</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>8256</td>
<td>8256</td>
<td>8256</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>8057.018 * P - 6669.170</td>
<td>254511</td>
<td>251135</td>
<td>1.260</td>
</tr>
<tr>
<td>thisPivot</td>
<td>Reference</td>
<td>66045</td>
<td>66045</td>
<td>66045</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>221.650 * P - 74.557</td>
<td>7325</td>
<td>7018</td>
<td>3.476</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>10.032 * P - 3.019</td>
<td>318</td>
<td>318</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 22. Empirical models and prediction results for data set size (LU).

<table>
<thead>
<tr>
<th>A</th>
<th>Reference</th>
<th>22764012</th>
<th>simulation</th>
<th>prediction</th>
<th>error%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCM</td>
<td>16384</td>
<td>16384</td>
<td>16384</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>11184638</td>
<td>11184638</td>
<td>11184638</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>8256</td>
<td>8256</td>
<td>8256</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>8057.018 * P - 6669.170</td>
<td>254511</td>
<td>251135</td>
<td>1.260</td>
</tr>
<tr>
<td>thisPivot</td>
<td>Reference</td>
<td>66045</td>
<td>66045</td>
<td>66045</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>221.650 * P - 74.557</td>
<td>7325</td>
<td>7018</td>
<td>3.476</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>10.032 * P - 3.019</td>
<td>318</td>
<td>318</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 23. Empirical models and prediction results for number of processors (LU).
Table 23. Empirical models and prediction results for number of processors (LU).

### 6.2 MP3D

**Shared Variables:** MP3D repeatedly calculates the positions and velocities of particles during a preset number of time steps. The data set size, N, is the number of molecules in the one dimensional array `Particles`. The size of each element of `Particles` is 36 bytes. 16 molecules in `Particles` array form a clump and the clumps are allocated to processors statically so that particle $i$ is allocated to processor $(i/16) \mod P$, where $P$ is the number of processors. `Cells` is a three dimensional array of 48 byte elements, each of which is a location of the space where the molecules are moved. Unlike `Particles`, elements in `Cells` are shared by all processors. When a molecule is moved, the `Cells` component is modified.

In each iteration, every `Particles` element is accessed and moved in cell space. Each time a particle is moved, an element of `Cells` is updated to reflect the changes of the three-dimensional coordinates of the particle. The shared memory locations accessed by a processor are largely unpredictable. When a processor moves one particle in cell space, a randomly generated number decides if the processor should simulate a collision. These collisions are the only source of coherence misses for `Particles`. Moreover, the memory location of an element of `Cells` is selected by the space coordinates of the particle and is independent of the processor or the index of the particle. This unpredictable behavior might cause serious prediction errors. However, robust estimation is rooted in statistics and the basic algorithmic step does not change as the data set size increases.
Static and behavioral sharing description for MP3D shared arrays are in Figure 52 and 53. As shown there, the *Particles* elements are mainly accessed by the Home while *Cells* elements are mostly accessed by remote processors. The *IC* loop (or, *FORALL* loop) for *Particles* (line 1 in Figure 52) is regarded as an *RC* loop of size *N* (line 3 in Figure 53). There is no processor effect on the number of PCM for *Cells* since the first access is a write operation. The accesses of type $E_{LV-S}$ result in the magnitude order of $O((P-1)/P)$ as shown in Table 24.

![Diagram](image)

Figure 52. Static and behavioral sharing description for array *Particles* in MP3D.

**Simulation results:** When particles collide, a processor may modify the coordinates of a particle which is allocated to a different processor. However, due to the low collision probability, the resulting number of true sharing misses of *Particles* is not outstanding (Figure 54 (c))). Accesses to 36-byte *Particles* elements result in false sharing misses (Figure 54 (f)) because the cache block size is normally a power of two.
Size of an element: 48 bytes
Dimension: 3
Size in dimension 1: 14
Size in dimension 2: 24
Size in dimension 3: 7
Partition in dimension 1: Cyclic
Partition in dimension 2: Cyclic
Partition in dimension 3: None
(a) Static sharing information

1. RC-loop (10 times) BEGIN
2. { E_L; and E_L; and E_L; } Write;
3. RC-loop (N times) BEGIN
4. { E_LV-S; and E_LV-S; and E_LV-S; } Read;
5. { E_LV-S; and E_LV-S; and E_LV-S; } Write;
6. { E_LV-S; and E_LV-S; and E_LV-S; } Write;
7. RC-loop END
8. RC-loop END
(b) Behavioral sharing description

Figure 53. Static and behavioral sharing description for array Cells in MP3D.

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Data Set</th>
<th>Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles</td>
<td>References</td>
<td>O(N)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>O(N)</td>
<td>O((P-1)/P)</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>O(N)</td>
<td>O((P-1)/P)</td>
</tr>
<tr>
<td>Cells</td>
<td>References</td>
<td>O(N)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>O(N)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>O(N)</td>
<td>O((P-1)/P)</td>
</tr>
</tbody>
</table>

Table 24. Effects of data set size and number of processors.

Most of true and false sharing misses are observed in Cells (Figure 54 (e), (f)) while negligible amount of cold misses (PCM, CTSM and CFSM) are experienced due to the small size of array Cells. Thus, in Table 24, the orders of the numbers of PCM, CTSM and CFSM of Cells are omitted because Cells has the constant size of 94,080
Figure 54. Simulation results in MP3D.
The collisions in *Ares* cause true sharing misses (Figure 54 (e), (f)) and, unlike *Particles*, every particle in reservoir space experience exact one collision.

<table>
<thead>
<tr>
<th>Particles</th>
<th>References</th>
<th>146.780 N + 666.656</th>
<th>38476880</th>
<th>38476880</th>
<th>-0.002</th>
<th>76961752</th>
<th>76962966</th>
<th>0.009</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>1.127 N + 1.314</td>
<td>295420</td>
<td>295410</td>
<td>0.003</td>
<td>590645</td>
<td>590816</td>
<td>-0.028</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>0.170 N + 1.703</td>
<td>44370</td>
<td>443655</td>
<td>0.011</td>
<td>89578</td>
<td>89732</td>
<td>0.944</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>1.101 N + 1608.389</td>
<td>292594</td>
<td>290424</td>
<td>1.064</td>
<td>543500</td>
<td>579251</td>
<td>-6.578</td>
<td></td>
</tr>
<tr>
<td>Cell</td>
<td>References</td>
<td>195.085 N + 2710.3</td>
<td>51182988</td>
<td>51183039</td>
<td>-0.005</td>
<td>102322920</td>
<td>102333520</td>
<td>-0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>16.821 N + 1034.9</td>
<td>4411209</td>
<td>4408433</td>
<td>0.062</td>
<td>884015</td>
<td>8817901</td>
<td>0.266</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>1.319 N + 2071.14</td>
<td>345947</td>
<td>347954</td>
<td>-0.58</td>
<td>686345</td>
<td>693838</td>
<td>-1.091</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>Reference</td>
<td>341.805 N + 43396.956</td>
<td>89558764</td>
<td>89558839</td>
<td>-0.001</td>
<td>179284672</td>
<td>179277445</td>
<td>0.204</td>
</tr>
<tr>
<td>PCM</td>
<td>1.127 N + 1.314</td>
<td>295420</td>
<td>295410</td>
<td>0.003</td>
<td>590645</td>
<td>590816</td>
<td>-0.028</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>16.991 N + 1036.603</td>
<td>4455579</td>
<td>4452799</td>
<td>0.062</td>
<td>8929503</td>
<td>8906633</td>
<td>0.257</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>2.420 N + 5679.526</td>
<td>638741</td>
<td>638378</td>
<td>0.015</td>
<td>1229845</td>
<td>1273989</td>
<td>-3.516</td>
<td></td>
</tr>
<tr>
<td>Total Miss</td>
<td>20.538 N + 2644.249</td>
<td>5389470</td>
<td>5386586</td>
<td>0.054</td>
<td>10750865</td>
<td>10770540</td>
<td>-0.196</td>
<td></td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>20.538 N + 2644.249</td>
<td>341.805 N + 43396.956</td>
<td>6.01111</td>
<td>6.6078</td>
<td>0.055</td>
<td>5.9961</td>
<td>6.0077</td>
<td>-0.193</td>
</tr>
</tbody>
</table>

Table 25. Empirical models and prediction results for data set size (MP3D).

<table>
<thead>
<tr>
<th>Particles</th>
<th>References</th>
<th>4808082</th>
<th>4808082</th>
<th>0.000</th>
<th>4808082</th>
<th>4808082</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>-63.942 (P-1) / P + 36971.992</td>
<td>36907</td>
<td>36910</td>
<td>-0.008</td>
<td>36909</td>
<td>36909</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>7630883 (P-1) / P - 5444.44</td>
<td>5972</td>
<td>6266</td>
<td>-4.935</td>
<td>6394</td>
<td>6376</td>
<td>0.272</td>
</tr>
<tr>
<td>FSM</td>
<td>26709.281 (P-1) / P + 17392.337</td>
<td>43677</td>
<td>43676</td>
<td>0.000</td>
<td>43677</td>
<td>43684</td>
<td>0.665</td>
</tr>
<tr>
<td>Cell</td>
<td>References</td>
<td>6434519</td>
<td>6434519</td>
<td>0.000</td>
<td>6434519</td>
<td>6434519</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>790231.812 (P-1) / P - 114912.906</td>
<td>654388</td>
<td>650248</td>
<td>0.575</td>
<td>693670</td>
<td>662971</td>
<td>4.672</td>
</tr>
<tr>
<td>FSM</td>
<td>18123.668 (P-1) / P + 34385.562</td>
<td>43762</td>
<td>51942</td>
<td>-18.692</td>
<td>666345</td>
<td>693838</td>
<td>-1.991</td>
</tr>
<tr>
<td>Total</td>
<td>Reference</td>
<td>11242601</td>
<td>11242601</td>
<td>0.000</td>
<td>11242601</td>
<td>11242601</td>
<td>0.000</td>
</tr>
<tr>
<td>PCM</td>
<td>-63.942 (P-1) / P + 36971.992</td>
<td>36907</td>
<td>36910</td>
<td>-0.008</td>
<td>36909</td>
<td>36909</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>797262.688 (P-1) / P - 116457.344</td>
<td>660360</td>
<td>656890</td>
<td>0.526</td>
<td>701864</td>
<td>699347</td>
<td>4.633</td>
</tr>
<tr>
<td>FSM</td>
<td>26717.701 (P-1) / P + 51777.922</td>
<td>87029</td>
<td>95206</td>
<td>-9.398</td>
<td>732322</td>
<td>737322</td>
<td>-0.886</td>
</tr>
<tr>
<td>Total Miss</td>
<td>823910.438 (P-1) / P + 797203.062</td>
<td>784296</td>
<td>780008</td>
<td>0.054</td>
<td>1469095</td>
<td>1443778</td>
<td>-0.190</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>823910.438 (P-1) / P + 797203.062</td>
<td>11242601</td>
<td>6.9761</td>
<td>7.0190</td>
<td>-0.691</td>
<td>13.6672</td>
<td>12.8420</td>
</tr>
</tbody>
</table>

Table 26. Empirical models and prediction results for number of processors (MP3D).
Prediction results: In MP3D, shared memory locations accessed by a processor are decided randomly. This unpredictable behavior may cause serious variations in the observations. Using the robust estimation method, even if some of the observations include outliers, the effect of the outlier was eliminated. Nevertheless, the prediction results in Tables 25 and 26 are highly accurate and the prediction errors of overall miss rates are mostly near 1% for larger data sets and number of processors.

6.3 WATER

Shared variables: WATER performs an N-body molecular dynamics simulation of the forces and potentials in a system of water molecules. The data set size parameter N is the number of molecules in array VAR. The molecules are represented by 600 byte objects in VAR, which is the only shared variable in WATER. 1/P molecules are allocated statically to each processor. In each iteration every element of VAR is accessed to compute the intra-molecular and inter-molecular interactions with N/2 elements ahead of it (Figure 55, lines 8, 9 17).

The intra- and inter- interactions of atoms are simulated during a predetermined number of time steps which is a constant. Thus the number of references is \(O(N^2)\) and the PCM count is \(O(N)\). In addition, for each element of VAR, a processor must accessed \(N/2\) components, which were mostly modified by the Home of each element. Thus, the TSM count is \(O(N^2)\). The number of cache misses is estimated as \(O(P)\) due to the accesses to the consecutive elements whose access distances from the center of computation are larger than the partition block size \((N/2 > N/P)\).

Simulation results: There are only PCM, CTSM or PTSM and no FSM.

Prediction results: Due to regular program behaviors, the prediction is precise.
Size of an element: 600 bytes
Dimension: 1
Size in dimension 1: N
Partition in dimension 1: Block

(a) Static sharing information

1. RC-loop (10 times) BEGIN
2. \(E_L\): Read;
3. \(E_L\): Write;
4. \(E_L\): Read;
5. \(E_L\): Write;
6. \(E_L\): Read;
7. \(E_L\): Write;
8. \(E_{VTC-N}\): 0, 0, N/2, Read;
9. \(E_{VTC-N}\): 0, 0, N/2, Write;
10. \(E_L\): Read;
11. \(E_L\): Write;
12. \(E_L\): Read;
13. \(E_L\): Write;
14. \(E_L\): Read;
15. \(E_L\): Write;
16. \(E_L\): Write;
17. \(E_{VTC-N}\): 0, 0, N/2, Read;
18. RC-loop END

(b) Behavioral sharing description

Figure 55. Static and behavioral sharing description for array \(VAR\) in WATER.

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Data Set</td>
</tr>
<tr>
<td>(VAR)</td>
<td>References</td>
<td>(O(N^2))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>(O(N^2))</td>
</tr>
</tbody>
</table>

Table 27. Effects of data set size and number of processors.
Figure 56. Simulation results in WATER.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
</tr>
<tr>
<td>Reference</td>
<td>546.016N²+2033.3N+644.47</td>
<td>71036038</td>
<td>71044592</td>
</tr>
<tr>
<td>PCM</td>
<td>20.000N+0.001</td>
<td>7200</td>
<td>7199</td>
</tr>
<tr>
<td>TSM</td>
<td>4.490N²+131.164N-221.482</td>
<td>620556</td>
<td>628841</td>
</tr>
<tr>
<td>Total Miss</td>
<td>4.490N²+151.165N-221.482</td>
<td>635756</td>
<td>636940</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>4.490N²+151.164N-221.482</td>
<td>0.8954</td>
<td>0.8953</td>
</tr>
</tbody>
</table>

Table 28. Empirical models and prediction results for data set size (WATER).
Table 29. Empirical models and prediction results for number of processors (WATER).

### 6.4 OCEAN

**Shared variables:** The OCEAN program simulates the prediction of large-scale ocean movements. The algorithm is composed of many predefined constant time steps. In every time step several spatial partial differential equations are solved on sets of two-dimensional fixed-sized grids. Each set corresponds to an horizontal cross-section of the ocean basin. The solution method is a multi-grid Gauss-Seidel iteration with Successive Over Relaxation (SOR).

There are 25 double precision two-dimensional arrays that store discretized functions associated with the equations of the model. _q_multi_ and _rhs_multi_ are multi-level grids; their size is $O(N^2)$. Thus the number of cold misses is $O(N^2)$. In each iteration, two grids are accessed repetitively and the number of repetitions is independent of data set size. Hence, the number of references is $O(N^2)$. Data sharing is observed only at the partition boundaries, and thus the PTSM count is $O(N)$.

Except for the _q_multi_ and _rhs_multi_, behavioral characteristics of arrays are uniform and simple. Furthermore, since two or three of them form another data structure, those data structures are considered instead of each array. The _q_multi_ and _rhs_multi_ implement the multi-level grids and the working level of the grids moves up
and down according to whether the eddies and the mean flow reach to the balance or not. As the level is changed, does the grid size, too, and smaller grid size presents more data-sharing. The size of all shared variables are in Table 30. They are commonly \( O(N^2) \).

<table>
<thead>
<tr>
<th>Variables</th>
<th>fields</th>
<th>filds2</th>
<th>wrk1</th>
<th>wrk2</th>
<th>wrk3</th>
<th>wrk4</th>
<th>wrk5</th>
<th>wrk6</th>
<th>hngg</th>
<th>guess</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR</td>
<td>( 4n^2 )</td>
<td>( 2n^2 )</td>
<td>( 3n^2 )</td>
<td>( n^2 )</td>
<td>( 3n^2 )</td>
<td>( 4n^2 )</td>
<td>( 4n^2 )</td>
<td>( n^2 )</td>
<td>( n^2 )</td>
<td>( 2n^2 )</td>
</tr>
</tbody>
</table>

Table 30. Numbers of data elements of shared arrays in OCEAN.

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data Set</td>
<td>Processor</td>
</tr>
<tr>
<td>( q_multi )</td>
<td>References</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>( O(N) )</td>
</tr>
<tr>
<td>( rhs_multi )</td>
<td>References</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>( O(N) )</td>
</tr>
<tr>
<td>( Other )</td>
<td>References</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td>( arrays )</td>
<td>PCM</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>( O(N) )</td>
</tr>
</tbody>
</table>

Table 31. Effects of data set size and number of processors.

**Simulation results:** Among many arrays, \( q\_multi \) presents the most PTSM (Figure 60 (e)). But the number of the combined misses of other arrays including huge amount of PCM and PFSM (Figure 60 (b), (f)) exceeds the number of misses of \( q\_multi \) (Figure 60 (g)).

**Prediction results:** OCEAN has been the most challenging program analytical model in two aspects. First, because of the huge memory requirement we could only collect sample for three small data sets. This is the minimum needed to estimate the three unknown coefficients of a polynomial of order \( N^2 \). Furthermore, the execution time of OCEAN is strongly dependent on the values of the data since it runs until the changes in
Size of an element: 8 bytes
Dimension: 2
Size in dimension 1: N
Size in dimension 2: N
Partition in dimension 1: Block
Partition in dimension 2: Block

(a) Static sharing information

1. \( E_L \) and \( E_L \) Read;
2. RC-loop (O(1) times) BEGIN
3. \( E_{V_{IC-S}} \) 1 and \( E_{V_{IC-S}} \) 1 Read;
4. \( E_L \) and \( E_L \) Write;
5. \( E_{V_{IC-M}} \) 0,0,3 and \( E_{V_{IC-M}} \) 0,0,3 Read;
6. \( E_L \) and \( E_L \) Write;
7. \( E_L \) and \( E_L \) Write;
8. RC-loop END
9. \( E_{V_{IC-S}} \) 1 and \( E_{V_{IC-S}} \) 1 Read;
10. \( E_L \) Write;
11. RC-loop (O(1) times) BEGIN
12. \( E_L \) and \( E_L \) Read;
13. RC-loop (O(1) times) BEGIN
14. \( E_L \) and \( E_L \) Read;
15. RC-loop (O(1) times) BEGIN
16. \( E_{V_{IC-S}} \) 1 and \( E_{V_{IC-S}} \) 1 Read;
17. \( E_L \) and \( E_L \) Write;
18. \( E_{V_{IC-M}} \) 0,0,3 and \( E_{V_{IC-M}} \) 0,0,3 Read;
19. \( E_L \) and \( E_L \) Write;
20. \( E_L \) and \( E_L \) Write;
21. RC-loop END
22. \( E_L \) and \( E_L \) Write;
23. \( E_L \) and \( E_L \) Read;
24. \( E_L \) and \( E_L \) Write;
25. \( E_L \) and \( E_L \) Read;
26. RC-loop END
27. RC-loop END

(b) Behavioral sharing description

Figure 57. Static and behavioral sharing description for array \( Q_{multi} \) in OCEAN.
Size of an element: 8 bytes
Dimension: 2
Size in dimension 1: N
Size in dimension 2: N
Partition in dimension 1: Block
Partition in dimension 2: Block

(a) Static sharing information

1. ( \(E_L:\) and \(E_L:\)) Read;
2. ( \(E_L:\) and \(E_L:\)) Write;
3. ( \(E_{VVC-S}: 2\) and \(E_{VVC-S}: 2\)) Read;
4. ( \(E_L:\) and \(E_L:\)) Write;
5. RC-loop ( \(O(1)\) times) BEGIN
6. ( \(E_L:\) and \(E_L:\)) Read;
7. RC-loop ( \(O(1)\) times) BEGIN
8. ( \(E_L:\) and \(E_L:\)) Read;
9. RC-loop ( \(O(1)\) times) BEGIN
10. ( \(E_{VVC-S}: 1\) and \(E_{VVC-S}: 1\)) Read;
11. ( \(E_L:\) and \(E_L:\)) Write;
12. ( \(E_{VVC-S}: 1\) and \(E_{VVC-S}: 1\)) Read;
13. ( \(E_L:\) and \(E_L:\)) Write;
14. RC-loop END
15. ( \(E_L:\) and \(E_L:\)) Write;
16. ( \(E_L:\) and \(E_L:\)) Read;
17. RC-loop END
18. RC-loop END

(b) Behavioral sharing description

Figure 58. Static and behavioral sharing description for other arrays in OCEAN.
Size of an element: 8 bytes
Dimension: 2
Size in dimension 1: N
Size in dimension 2: N
Partition in dimension 1: Block
Partition in dimension 2: Block

(a) Static sharing information

1. { $E_L$: and $E_L$: } Write;
2. { $E_L$: and $E_L$: } Read;
3. RC-loop (O(1) times) BEGIN
4. { $E_L$: and $E_L$: } Read;
5. RC-loop (O(1) times) BEGIN
6. { $E_L$: and $E_L$: } Read;
7. RC-loop (O(1) times) BEGIN
8. { $E_{VC-S}$: 1 and $E_{VC-S}$: 1} Read;
9. { $E_L$: and $E_L$: } Write;
10. { $E_{VC-N}$: 0,0,3 and $E_{VC-N}$: 0,0,3} Read;
11. { $E_L$: and $E_L$: } Write;
12. { $E_L$: and $E_L$: } Write;
13. RC-loop END
14. { $E_L$: and $E_L$: } Write;
15. { $E_L$: and $E_L$: } Read;
16. { $E_L$: and $E_L$: } Write;
17. { $E_L$: and $E_L$: } Read;
18. RC-loop END
19. RC-loop END

(b) Behavioral sharing description

Figure 59. Static and behavioral sharing description for array Q\_multi in OCEAN.
Figure 60. Simulation results in OCEAN.
computed values are smaller than a preset threshold. Table 32 include prediction results of all kinds of metrics of all variables for large data sets with extreme accuracy. The overall miss rate is almost perfectly predicted. Table 33 shows the prediction results for large number of processors. in there, we combined all shared arrays, except for q_multi and rhs_multi, into a set of rows since their sharing behavior are quite similar to each other. The prediction results in this table are also highly accurate. Consequently, the performance model built on the basis of sharing pattern works accurately even when there are critical difficulties as discussed earlier.

<table>
<thead>
<tr>
<th>q_multi</th>
<th>References</th>
<th>1001.66N^2+6662N-284388</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.332N^2-0.547N+16.560</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>743.66N+5466.666</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>305.14N+2809.42</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>rhs_multi</th>
<th>References</th>
<th>259.69N^2+10556.8N-463576</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.332N^2+0.109N+0.436</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>23.23N+409.926</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>42.61N+351.367</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>fields</th>
<th>References</th>
<th>444.00N^2-962.24N+992.28</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>1.000N^2-0.001N+0.999</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>68.45N+63.098</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>10.31N+19.069</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>fields2</th>
<th>References</th>
<th>12.03N^2+2.427N+17.222</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.500N^2+0.100N-0.100</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>33.00N+33.00</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>11.92N+13.152</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>frng</th>
<th>References</th>
<th>26.00N^2-0.019N+2.780</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.250N^2+0.000N+0.019</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>3.96N-4.468</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>guess</th>
<th>References</th>
<th>48.000N^2-90.06N+98.078</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.500N^2-3.000N-5.999</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>33.00N</td>
<td></td>
</tr>
</tbody>
</table>

Table 32. Empirical models and prediction results for data set size (OCEAN).
<table>
<thead>
<tr>
<th>wk1</th>
<th>References</th>
<th>210.00N²+64.06N+36.962</th>
<th>13994992</th>
<th>13994972</th>
<th>0.000</th>
<th>55514096</th>
<th>55513992</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCM</td>
<td>0.750N²+0.003N-0.022</td>
<td>49923</td>
<td>49922</td>
<td>0.000</td>
<td>198147</td>
<td>198145</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>3.500N+71.000</td>
<td>914</td>
<td>974</td>
<td>0.000</td>
<td>1668</td>
<td>1665</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>155.050N+85.05</td>
<td>39861</td>
<td>39927</td>
<td>-0.165</td>
<td>79128</td>
<td>73631</td>
<td>-0.636</td>
</tr>
<tr>
<td>wk2</td>
<td>References</td>
<td>348.00N²+1150.1N+1699.1</td>
<td>22868724</td>
<td>22868836</td>
<td>0.000</td>
<td>91350255</td>
<td>91350920</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.250N²+0.250N+0.471</td>
<td>16766</td>
<td>16705</td>
<td>0.000</td>
<td>66178</td>
<td>66177</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>66195.5N+72.75</td>
<td>5781</td>
<td>5760</td>
<td>0.000</td>
<td>11445</td>
<td>11444</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>35.824N+57.136</td>
<td>9160</td>
<td>9165</td>
<td>-0.054</td>
<td>18400</td>
<td>18358</td>
<td>0.239</td>
</tr>
<tr>
<td>wk3</td>
<td>References</td>
<td>664.00N²+2304.0N+2310.6</td>
<td>44937648</td>
<td>44937626</td>
<td>0.000</td>
<td>179528112</td>
<td>179528112</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.750N²+0.003N-0.022</td>
<td>49923</td>
<td>49922</td>
<td>0.000</td>
<td>1939147</td>
<td>1939145</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>63.003N+198.000</td>
<td>16452</td>
<td>16452</td>
<td>0.000</td>
<td>32580</td>
<td>32580</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>96.969N+77.082</td>
<td>25226</td>
<td>25094</td>
<td>0.523</td>
<td>50898</td>
<td>49918</td>
<td>1.922</td>
</tr>
<tr>
<td>wk4</td>
<td>References</td>
<td>210.00N²+479.93N+363.62</td>
<td>14254368</td>
<td>14254325</td>
<td>0.000</td>
<td>56892000</td>
<td>56819604</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>1.000N²+0.000N-0.000</td>
<td>66564</td>
<td>66564</td>
<td>0.000</td>
<td>2641996</td>
<td>2641996</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>42.000N+65.992</td>
<td>10902</td>
<td>10901</td>
<td>0.009</td>
<td>21654</td>
<td>21653</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>693148N+24.100</td>
<td>17791</td>
<td>17662</td>
<td>-0.399</td>
<td>35562</td>
<td>35564</td>
<td>1.079</td>
</tr>
<tr>
<td>wk5</td>
<td>References</td>
<td>839.95N²-2783.8N+2655.8</td>
<td>55198176</td>
<td>55197784</td>
<td>0.000</td>
<td>220463522</td>
<td>220494849</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>1.000N²+0.000N-0.000</td>
<td>66564</td>
<td>66564</td>
<td>0.000</td>
<td>2641996</td>
<td>2641996</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>63.999N+191.999</td>
<td>21864</td>
<td>21663</td>
<td>0.005</td>
<td>43368</td>
<td>43367</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>90.271N-60.587</td>
<td>24051</td>
<td>24189</td>
<td>-0.574</td>
<td>47269</td>
<td>47634</td>
<td>-0.772</td>
</tr>
<tr>
<td>wk6</td>
<td>References</td>
<td>24.000N²+0.016N+427.26</td>
<td>1597964</td>
<td>1597962</td>
<td>0.000</td>
<td>6341132</td>
<td>6341118</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>0.250N²+0.000N-1.014</td>
<td>16642</td>
<td>16642</td>
<td>0.000</td>
<td>66059</td>
<td>66050</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>0.000N+7050</td>
<td>7000</td>
<td>7090</td>
<td>0.000</td>
<td>7090</td>
<td>7090</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>23.645N-10.790</td>
<td>6172</td>
<td>6089</td>
<td>1.345</td>
<td>12313</td>
<td>12142</td>
<td>1.405</td>
</tr>
<tr>
<td>Total</td>
<td>Reference</td>
<td>4713.52N²+69573.5N-3339941</td>
<td>329996291</td>
<td>328360560</td>
<td>0.496</td>
<td>127746884</td>
<td>127771320</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>6.514N²+3.913N+13.389</td>
<td>461249</td>
<td>461241</td>
<td>0.002</td>
<td>1829689</td>
<td>1829678</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>TSM</td>
<td>1069.91N+6816.99</td>
<td>282645</td>
<td>282646</td>
<td>-0.007</td>
<td>544708</td>
<td>555578</td>
<td>-2.179</td>
</tr>
<tr>
<td></td>
<td>FSM</td>
<td>1082.87N+3086.639</td>
<td>280767</td>
<td>277969</td>
<td>1.235</td>
<td>545655</td>
<td>549359</td>
<td>-0.686</td>
</tr>
<tr>
<td>Total Miss</td>
<td>6.914N²+2136.77N+9717.01</td>
<td>1030064</td>
<td>1021204</td>
<td>0.860</td>
<td>2919052</td>
<td>2634865</td>
<td>-0.535</td>
<td></td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>0.3121</td>
<td>0.3110</td>
<td>0.352</td>
<td>0.2285</td>
<td>0.2297</td>
<td>-0.525</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 32. Empirical models and prediction results for data set size (OCEAN).
<table>
<thead>
<tr>
<th></th>
<th>Empirical Model</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulation</td>
<td>Prediction</td>
<td>Error%</td>
<td>Simulation</td>
<td>Prediction</td>
</tr>
<tr>
<td>q_multi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>3609328</td>
<td>3609328</td>
<td>0.000</td>
<td>3609328</td>
<td>3609328</td>
</tr>
<tr>
<td>PCM</td>
<td>9.003, J/P + 5680,999</td>
<td>5717</td>
<td>5717</td>
<td>0.000</td>
<td>5753</td>
</tr>
<tr>
<td>TSM</td>
<td>6847.312, J/P - 72730,601</td>
<td>193336</td>
<td>201181</td>
<td>-2.468</td>
<td>475067</td>
</tr>
<tr>
<td>FSM</td>
<td>28492.214, J/P - 12682.999</td>
<td>98030</td>
<td>101285</td>
<td>-3.321</td>
<td>216340</td>
</tr>
<tr>
<td>rhs_multi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>4502992</td>
<td>4502992</td>
<td>0.000</td>
<td>4502992</td>
<td>4502992</td>
</tr>
<tr>
<td>PCM</td>
<td>5626</td>
<td>5626</td>
<td>0.000</td>
<td>5626</td>
<td>5626</td>
</tr>
<tr>
<td>TSM</td>
<td>2234.143, J/P - 2052.001</td>
<td>6084</td>
<td>6264</td>
<td>-3.297</td>
<td>15288</td>
</tr>
<tr>
<td>FSM</td>
<td>2665.714, J/P + 87.996</td>
<td>11367</td>
<td>11550</td>
<td>-1.617</td>
<td>23075</td>
</tr>
<tr>
<td>All Other Arrays</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>47204070</td>
<td>47204070</td>
<td>0.000</td>
<td>47204070</td>
<td>47204070</td>
</tr>
<tr>
<td>PCM</td>
<td>264.373, J/P + 105532.976</td>
<td>108555</td>
<td>108555</td>
<td>0.000</td>
<td>107578</td>
</tr>
<tr>
<td>TSM</td>
<td>28834.513, J/P - 29126.130</td>
<td>84883</td>
<td>86227</td>
<td>-1.584</td>
<td>201582</td>
</tr>
<tr>
<td>FSM</td>
<td>30071.644, J/P + 21720.458</td>
<td>142232</td>
<td>141985</td>
<td>0.382</td>
<td>262089</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>82766390</td>
<td>82766390</td>
<td>0.000</td>
<td>82766390</td>
<td>82766390</td>
</tr>
<tr>
<td>PCM</td>
<td>264.633, J/P + 116839.977</td>
<td>117899</td>
<td>117898</td>
<td>0.000</td>
<td>117898</td>
</tr>
<tr>
<td>TSM</td>
<td>9954.909, J/P - 99204.734</td>
<td>287303</td>
<td>293692</td>
<td>-2.224</td>
<td>691937</td>
</tr>
<tr>
<td>FSM</td>
<td>61428.977, J/P + 9107.454</td>
<td>251929</td>
<td>254821</td>
<td>-1.148</td>
<td>501504</td>
</tr>
<tr>
<td>Total Miss</td>
<td>161237.594, J/P + 26742.665</td>
<td>657131</td>
<td>659411</td>
<td>-1.412</td>
<td>1311339</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7940</td>
<td>0.8052</td>
<td>-1.411</td>
<td>1.5944</td>
<td>1.5844</td>
</tr>
</tbody>
</table>

Table 33. Empirical models and prediction results for number of processors (OCEAN).

6.5 FFT

**Shared variables:** FFT is a one-dimensional version of the radix-$\sqrt{N}$ six-step FFT algorithm. Two $\sqrt{N}$-by-$\sqrt{N}$ data arrays of complex numbers are $x$ which contains the data points, and $\text{trans}$ which contains the roots of unity. Two other data structures, umain and umain2, are only accessed by their home processors. To reflect the fact that the arrays are $\sqrt{N}$-by-$\sqrt{N}$, we choose $n=\sqrt{N}$ to represent the data set size. FFT is not iterative and each element of $x$ and $\text{trans}$ (size $O(n^2)$) is accessed $O(1)$ times. So, the total number of references and the cold miss count are $O(n^2)$.
Data-sharing is observed when processors perform the transpose steps (three times). Each time, arrays are partitioned so that contiguous rows are statically assigned to P processors. A processor transposes its contiguous submatrices of $\sqrt{N}/P$-by-$\sqrt{N}/P$ from every other processor and transposes one submatrix locally. The PTSM count is $O(n^2)$. The number of misses and miss rate are predicted within very small errors.

The effect of the number of processors on TSM is $O((P - 1)/P)$ (see Figures 61, 62 and Table 34). Note that the effects of the number of processors on PC are distinct for two arrays. The reason is as follows. In X, many processors make their first accesses to the elements that have not been modified (line 2 of Figure 61). On the other hand, the Home of trans array elements modifies their elements before remote processors access them (line 2 in Figure 62). This results in no effect of the number of processors on the number of PCM (Table 34).

<table>
<thead>
<tr>
<th>Size of an element:</th>
<th>8 bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension:</td>
<td>2</td>
</tr>
<tr>
<td>Size in dimension 1:</td>
<td>$\sqrt{N}$</td>
</tr>
<tr>
<td>Size in dimension 2:</td>
<td>$\sqrt{N}$</td>
</tr>
<tr>
<td>Partition in dimension 1:</td>
<td>None</td>
</tr>
<tr>
<td>Partition in dimension 2:</td>
<td>Block</td>
</tr>
</tbody>
</table>

(a) Static sharing information

1. { $E_L$: and $E_L$: } Read;
2. { $E_LV$: and $E_LV$: } Read;
3. { $E_L$: and $E_L$: } Write;
4. { $E_L$: and $E_L$: } Write;
5. { $E_LV$: and $E_LV$: } Read;

(b) Behavioral sharing description

Figure 61. Static and behavioral sharing description for array X in FFT.
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<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Data Set</td>
</tr>
<tr>
<td>(x)</td>
<td>References</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
<tr>
<td>TSM / FSM</td>
<td>References</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
<tr>
<td>(trans)</td>
<td>References</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
<tr>
<td>TSM / FSM</td>
<td>References</td>
<td>(O(\sqrt{n}^2))</td>
</tr>
</tbody>
</table>

Table 34. Effects of data set size and number of processors.

Size of an element: 8 bytes
Dimension: 2
Size in dimension 1: \(\sqrt{n}\)
Size in dimension 2: \(\sqrt{n}\)
Partition in dimension 1: None
Partition in dimension 2: Block

(a) Static sharing information

1. \{ \(E_L\) and \(E_L\) \} Read;
2. \{ \(E_L\) and \(E_L\) \} Write;
3. \{ \(E_L\) and \(E_L\) \} Write;
4. \{ \(E_L\) and \(E_L\) \} Write;
5. \{ \(E_{LV}\) and \(E_{LV}\) \} Read;
6. \{ \(E_L\) and \(E_L\) \} Write;

(b) Behavioral sharing description

**Simulation results:** Two arrays yield TSM but no FSM (Figure 63). Interestingly, CTSM are caused only by \(trans\) and PTSM by \(x\). In FFT program [6, 82], because there are only three places where data-sharing are observed when transposing two large \(\sqrt{n}\)-by-\(\sqrt{n}\) matrices, the cold misses (PCM, CTSM) prevail the true sharing misses (PTSM).
Prediction results: The six step FFT algorithm used in this study works on $\sqrt{N}$-by-$\sqrt{N}$ matrices, instead of one-dimensional vectors. Thus, the numbers of references and cache misses seem to depend on $\sqrt{N}$. Table 35 includes the prediction models and their results in terms of $n = \sqrt{N}$ for large data sets and Table 36 is for large number of processors. As expected, the prediction quality is extreme with less than 1% of prediction errors.
<table>
<thead>
<tr>
<th>Translations between different processors.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>References</strong></td>
<td><strong>Simulation</strong></td>
</tr>
<tr>
<td>X</td>
<td>5734400</td>
</tr>
<tr>
<td>PCM</td>
<td>54635.625</td>
</tr>
<tr>
<td>TSM</td>
<td>54635.625</td>
</tr>
<tr>
<td>Total</td>
<td>54372.164</td>
</tr>
<tr>
<td><strong>Total Miss</strong></td>
<td>6360268</td>
</tr>
<tr>
<td>PCM</td>
<td>54635.625</td>
</tr>
<tr>
<td>TSM</td>
<td>100008.769</td>
</tr>
<tr>
<td>Total Miss</td>
<td>163645.406</td>
</tr>
</tbody>
</table>

Table 35. Empirical models and prediction results for data set size (FFT).

<table>
<thead>
<tr>
<th>Translations between different processors.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>References</strong></td>
<td><strong>Simulation</strong></td>
</tr>
<tr>
<td>X</td>
<td>10310n^2 + 4058.9n + 47432.6</td>
</tr>
<tr>
<td>PCM</td>
<td>0.9373n^2 + 6.8950n + 10.322</td>
</tr>
<tr>
<td>TSM</td>
<td>0.4937n^2 + 7.053n + 10.333</td>
</tr>
<tr>
<td>Total</td>
<td>111.10n^2 + 4058.9n + 47432.6</td>
</tr>
<tr>
<td>PCM</td>
<td>0.5040n^2 + 5.040n + 1.617</td>
</tr>
<tr>
<td>TSM</td>
<td>0.4400n^2 + 6.1946n + 12.0528</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>2.330n^2 + 22.330n + 10.223</td>
</tr>
</tbody>
</table>

Table 36. Empirical models and prediction results for number of processors (FFT).

6.6 BARNES

**Shared variables:** This application simulates the interaction of a three-dimensional system of bodies for a number of time-steps using the Barnes-Hut hierarchical N-body method [7]. A primary one-dimensional shared array `bodytab` of size `N` keeps the particles’ information. It is partitioned and allocated to the processors. In each iteration,
however, the particles are possibly allocated to another processor according to their position in octree. This also yields data-sharing. Two more arrays form an octree: \textit{ltab} with \(O(N)\) elements is an array of bodies at the leaves of the tree and \textit{ctab} with \(O(logN)\) elements is an array with the non-terminal nodes of the tree.

The number of cold misses is \(O(N+logN)\). In each iteration, every element of \textit{bodytab} traverses the octree to visit \(O(logN)\) non-terminal cells (elements of \textit{ctab}). Then, an element of \textit{ltab} is accessed. Thus, the number of references to \textit{ctab} and \textit{bodytab} are respectively \(O(NlogN)\) and \(O(N)\). Total number of references can be expressed as \(O(NlogN)+O(N)+O(logN)+O(1)\) and the number of PTSM is estimated as \(O(N)+O(logN)+O(1)\).

Static and behavioral sharing information of shared arrays are found in Figures 64 through 66. Note that the \textit{IC} loop for \textit{bodytab} is regarded as an \textit{RC} loop to \textit{ctab}. From them, the effects of data set size and number of processors on performance metrics are summarized in Table 37. The reason for \(O((P-1)/P)\) is the random accesses to all array elements during the execution.

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Data Set</td>
</tr>
<tr>
<td>\textit{bodytab}</td>
<td>References</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>(O(N))</td>
</tr>
<tr>
<td>\textit{ctab}</td>
<td>References</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>(O(N))</td>
</tr>
<tr>
<td>\textit{ltab}</td>
<td>References</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>PCM</td>
<td>(O(N))</td>
</tr>
<tr>
<td></td>
<td>TSM / FSM</td>
<td>(O(N))</td>
</tr>
</tbody>
</table>

Table 37. Effects of data set size and number of processors.
Size of an element: 112 bytes
Dimension: 1
Size in dimension 1: N
Partition in dimension 1: Block

(a) Static sharing information

1. \( E_L \): Read;
2. RC-loop (\( O(1) \) times) BEGIN
3. \( E_L \): Write;
4. \( E_L \): Read;
5. \( E_L \): Write;
6. RC-loop END
7. RC-loop (\( O(1) \) times) BEGIN
8. \( E_{LV-S} \): p, Read;
9. \( E_{LV-S} \): r, Read;
10. RC-loop END
11. \( E_L \): Read;
12. \( E_L \): Write;
13. RC-loop (\( O(1) \) times) BEGIN
14. \( E_{LV-S} \): p1, Read;
15. RC-loop (\( O(1) \) times) BEGIN
16. \( E_{LV-S} \): p2, Write;
17. \( E_{LV-S} \): p3, Read;
18. \( E_{LV-S} \): p4, Write;
19. RC-loop END
20. RC-loop (\( O(1) \) times) BEGIN
21. \( E_{LV-S} \): p5, Read;
22. \( E_{LV-S} \): p6, Read;
23. RC-loop END
24. \( E_{LV-S} \): p7, Read;
25. \( E_{LV-S} \): p8, Write;
26. RC-loop END

(b) Behavioral sharing description

Figure 64. Static and behavioral sharing description for array \textit{bodytab} in BARNES.
Size of an element: 96 bytes
Dimension: 1
Size in dimension 1: \( \log(N) \)
Partition in dimension 1: Block

(a) Static sharing information

1. RC-loop ( \( O(1) \) times) BEGIN
2. RC-loop ( \( N \) times) BEGIN
3. RC-loop ( \( O(1) \) times) BEGIN
4. \( E_L \): Read;
5. \( E_L \): Write;
6. RC-loop END
7. \( E_L \): Write;
8. RC-loop ( \( O(1) \) times) BEGIN
9. \( E_{LV-S} \): q1, Read;
10. RC-loop END
12. \( E_{LV-S} \): q2, Read;
13. \( E_{LV-S} \): q3, Read;
14. \( E_{LV-S} \): q4, Read;
15. RC-loop END
16. RC-loop END

(b) Behavioral sharing description

Figure 65. Static and behavioral sharing description for array ctab in BARNES.

**Simulation results:** Since there are only a few iterations and small amount of data-sharing on ctab, ltab and bodytab, the cold misses (PCM and CTSM) in BARNES are dominant over the invalidation misses (PTSM and PFSM). So are the true sharing misses (CTSM and PTSM) over false sharing misses (CFSM and PFSM). Especially, ctab and ltab seldom present false sharing misses (Figure 67 (d), (f)). While bodytab produces the most PCM due to the largest size, ctab contributes to PTSM, the most. It is because, like Cells in MP3D which consists of a few elements and accessed once by every particle, the number of elements of ctab is quite small and the octree is traversed once per every particle.
Prediction results: Overall, in Tables 38 and 39, prediction quality in BARNES is not collectively as good as that of other applications. It is because the sharing patterns are quite irregular due to the dynamically changing nature of the particle distribution, unstructured long-distance communication and the fact that different phases of computations in program prefer different data partitioning. By the way, the prediction quality of the overall miss rate is better than that of individual predictions. The reason is that, for the programs whose runtime behavior is decided in a somewhat random manner, the different possible sequences of accesses of distinct processors to the same cache line result in a redistribution of the misses in different categories.
Figure 67. Simulation results in BARNES.
### Table 38. Empirical models and prediction results for data set size (BARNES).

<table>
<thead>
<tr>
<th></th>
<th>Empirical Model</th>
<th>Prediction-1: 4K</th>
<th></th>
<th></th>
<th>Prediction-2: 8K</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>364.774N+30855.0</td>
<td>1525852</td>
<td>1524770</td>
<td>0.060</td>
<td>3016576</td>
<td>3019886</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>364.774N+73.709</td>
<td>19251</td>
<td>19507</td>
<td>-1.652</td>
<td>39438</td>
<td>39289</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>365.064N+483.034</td>
<td>11025</td>
<td>10828</td>
<td>1.787</td>
<td>21303</td>
<td>21173</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>1.375N+398.981</td>
<td>5997</td>
<td>6050</td>
<td>-0.884</td>
<td>11670</td>
<td>11687</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>1937.16NlogN+4315971logN+11821739</td>
<td>26855492</td>
<td>26206320</td>
<td>-1.704</td>
<td>62030080</td>
<td>61885767</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>0.3677NlogN+908.105N+22920.024</td>
<td>7378</td>
<td>7366</td>
<td>0.150</td>
<td>14690</td>
<td>14696</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>2.163NlogN+13356.050N+24127</td>
<td>55559</td>
<td>55220</td>
<td>-1.128</td>
<td>102165</td>
<td>102026</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>0.076NlogN+838.346logN+2089.8</td>
<td>2591</td>
<td>2514</td>
<td>2.649</td>
<td>4229</td>
<td>4522</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>1180.81N+541097</td>
<td>6351969</td>
<td>5376861</td>
<td>15.351</td>
<td>9078481</td>
<td>1021625</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>3.570N+4963</td>
<td>14443</td>
<td>14649</td>
<td>-1.426</td>
<td>29037</td>
<td>23603</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>10.525N+5067.4</td>
<td>46717</td>
<td>48717</td>
<td>-3.125</td>
<td>91429</td>
<td>91288</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>0.071N+108.698</td>
<td>491</td>
<td>399</td>
<td>18.657</td>
<td>653</td>
<td>689</td>
</tr>
<tr>
<td><strong>Reference</strong></td>
<td>1937.16NlogN+1545.381N+4315971logN+12293092</td>
<td>3373353</td>
<td>3319815</td>
<td>1.587</td>
<td>74776397</td>
<td>75177587</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>0.388NlogN+8.360N+908.105N+2358.9</td>
<td>41072</td>
<td>41622</td>
<td>-1.339</td>
<td>83301</td>
<td>83278</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>2.103NlogN+13.051N+13356.050N+27213.9</td>
<td>112512</td>
<td>115231</td>
<td>-2.417</td>
<td>214897</td>
<td>214867</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>0.079NlogN+1.444N+838.346logN+17019.699</td>
<td>90779</td>
<td>8963</td>
<td>1.278</td>
<td>16552</td>
<td>16568</td>
</tr>
<tr>
<td><strong>Total Miss</strong></td>
<td>2.627NlogN+22.877N+15112.390N+31065</td>
<td>652663</td>
<td>655816</td>
<td>-0.938</td>
<td>315040</td>
<td>314393</td>
</tr>
<tr>
<td><strong>MissRate(%)</strong></td>
<td>2.607NlogN+22.877N+15112.390N+31065</td>
<td>0.4822</td>
<td>0.4909</td>
<td>-1.885</td>
<td>0.4216</td>
<td>0.4185</td>
</tr>
</tbody>
</table>

### Table 39. Empirical models and prediction results for number of processors (BARNES).

<table>
<thead>
<tr>
<th></th>
<th>Empirical Model</th>
<th>Prediction-1: 32 processors</th>
<th></th>
<th></th>
<th>Prediction-2: 64 processors</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>405830</td>
<td>405830</td>
<td>405830</td>
<td>0.000</td>
<td>405830</td>
<td>405830</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>2330.514P-1/P + 2926.629</td>
<td>5250</td>
<td>5220</td>
<td>0.678</td>
<td>5250</td>
<td>5256</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>16989.731P-1/P + 5020.632</td>
<td>6749</td>
<td>5527</td>
<td>3.847</td>
<td>5960</td>
<td>5697</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>4974.394P-1/P + 2059.115</td>
<td>2858</td>
<td>2799</td>
<td>2.378</td>
<td>3014</td>
<td>2857</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>4687310</td>
<td>4687310</td>
<td>4687310</td>
<td>0.000</td>
<td>4687310</td>
<td>4687310</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>-685.457P-1/P + 2999.743</td>
<td>2244</td>
<td>2335</td>
<td>-0.806</td>
<td>2235</td>
<td>2324</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>13445.791P-1/P + 7530.804</td>
<td>55727</td>
<td>54867</td>
<td>1.543</td>
<td>58162</td>
<td>59896</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>6922.676P-1/P + 3033.383</td>
<td>2802</td>
<td>2785</td>
<td>0.590</td>
<td>2953</td>
<td>2887</td>
</tr>
<tr>
<td><strong>References</strong></td>
<td>1517418</td>
<td>1517418</td>
<td>1517418</td>
<td>0.000</td>
<td>1517418</td>
<td>1517418</td>
</tr>
<tr>
<td><strong>PCM</strong></td>
<td>-4875.343P-1/P + 8071.646</td>
<td>3362</td>
<td>3348</td>
<td>0.596</td>
<td>3319</td>
<td>3272</td>
</tr>
<tr>
<td><strong>TSM</strong></td>
<td>75196.531P-1/P + 39864.765</td>
<td>34249</td>
<td>3286</td>
<td>3.659</td>
<td>36754</td>
<td>34156</td>
</tr>
<tr>
<td><strong>FSM</strong></td>
<td>101.390P-1/P + 134.744</td>
<td>177</td>
<td>232</td>
<td>-31.619</td>
<td>276</td>
<td>234</td>
</tr>
<tr>
<td><strong>Total Miss</strong></td>
<td>226913.219P-1/P + 11679.900</td>
<td>112424</td>
<td>112074</td>
<td>0.309</td>
<td>118164</td>
<td>113660</td>
</tr>
<tr>
<td><strong>MissRate(%)</strong></td>
<td>226913.219P-1/P + 11679.900</td>
<td>1.7907</td>
<td>1.6651</td>
<td>2.093</td>
<td>1.7475</td>
<td>1.7195</td>
</tr>
</tbody>
</table>
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6.7 RADIX

Shared variables: RADIX performs integer radix sort. In each iteration, an $r$-bit digit field of the keys are sorted, $r$ being the radix. Two principal array, $key[0]$ and $key[1]$, are one dimensional. Most data accesses are made to $key[0]$ and $key[1]$. Hence, the number of cold misses is $O(N)$. The number of iterations depends on the largest possible key values and on the radix, both of which are run-time parameters. Thus the number of iterations is $O(1)$. In each iteration, every $O(N)$ element of one of the two arrays $key[0]$ or $key[1]$ is accessed to compute a local histogram and partially sorted results are stored into the other array. The numbers of references and of PTSM are both $O(N)$.

<table>
<thead>
<tr>
<th>Size of an element:</th>
<th>4 bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension:</td>
<td>1</td>
</tr>
<tr>
<td>Size in dimension 1:</td>
<td>N</td>
</tr>
<tr>
<td>Partition in dimension 1:</td>
<td>Block</td>
</tr>
</tbody>
</table>

(a) Static sharing information

1. RC-loop ( $O(1)$ times) BEGIN
2. $E_L$: Write;
3. $E_L$: Read;
4. $E_{LY-S}$: a, Write;
5. RC-loop END

(b) Behavioral sharing description

Figure 68. Static and behavioral sharing description for array $key[0]$ in RADIX.

At the beginning stage of each iteration, the data to be sorted are stored in one of two arrays and block-partitioned manner to the processors. Using the allocated data, processors build local histograms which will be accumulated to form a global histogram. Then, each processor uses the global histogram to permute its keys into another array for the next iteration. Data-sharing is observed in subsequent iterations when the array which keeps partially sorted data is partitioned and assigned, again.
Size of an element: 4 bytes
Dimension: 1
Size in dimension 1: N
Partition in dimension 1: Block

(a) Static sharing information

1. RC-loop { O(1) times} BEGIN
2. \( E_{LV-S} \): b, Write;
3. \( E_C \): Read;
4. RC-loop END

(b) Behavioral sharing description

Figure 69. Static and behavioral sharing description for array \( key[1] \) in RADIX.

As shown in the static and behavioral information of both arrays in Figures 68 and 69, the first accesses to them are write operations. This results in no effects of the number of processors on the number of PCM (Table 40). Due to the random selection of memory locations when the processors are building the global histogram, the effects of the number of processors on TSM is denoted by \( O((p - 1)/(p)) \).

<table>
<thead>
<tr>
<th>Array</th>
<th>Metrics</th>
<th>Scaling Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data Set</td>
<td>Processor</td>
</tr>
<tr>
<td>( key[0] )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td>PCM</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td>TSM / FSM</td>
<td>( O(N) )</td>
<td>( O((p - 1)/p) )</td>
</tr>
<tr>
<td>( key[1] )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td>PCM</td>
<td>( O(N) )</td>
<td>-</td>
</tr>
<tr>
<td>TSM / FSM</td>
<td>( O(N) )</td>
<td>( O((p - 1)/p) )</td>
</tr>
</tbody>
</table>

Table 40. Effects of data set size and number of processors.

Two more shared array of \( densities \) and \( ranks \) show invariant sharing patterns. That is, as the data set size varies, the numbers of their cache misses remain the
same. As shown in Table 41, they do not contribute much to cache misses. So, when we consider the effects of the number of processors, they are not counted.

Figure 70. Effect of the data set size on the number of misses in RADIX.
Simulation results: In RADIX, true sharing misses are dominant (Figure 70 (c), (e)) over only a few false sharing misses. This is because of all-to-all communication in permutation step. That is, before each step, all array elements in one of key[0] or key[1] were updated, and all read accesses to them by other processors result in either CTSM or PTSM. Additionally, the constant number of negligible misses are presented by densities and ranks.

<table>
<thead>
<tr>
<th>KEY[0]</th>
<th>References</th>
<th>17.000N+0.004</th>
<th>8912690</th>
<th>8912695</th>
<th>0.000</th>
<th>17825792</th>
<th>17825790</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.125N+1.000</td>
<td>65537</td>
<td>65537</td>
<td>0.000</td>
<td>131073</td>
<td>131073</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>0.554N+1397.67</td>
<td>29119</td>
<td>292255</td>
<td>-0.391</td>
<td>583609</td>
<td>583312</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>0.003N+444.242</td>
<td>2235</td>
<td>1615</td>
<td>10.792</td>
<td>2974</td>
<td>3165</td>
<td>-7.128</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KEY[1]</th>
<th>References</th>
<th>16.003N+0.034</th>
<th>6388609</th>
<th>6388609</th>
<th>0.000</th>
<th>16777216</th>
<th>16777218</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.125N+3.013</td>
<td>65539</td>
<td>65538</td>
<td>0.000</td>
<td>131075</td>
<td>131074</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>0.620N+742.67</td>
<td>322710</td>
<td>329362</td>
<td>0.136</td>
<td>657656</td>
<td>657893</td>
<td>-0.051</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>0.003N+190.863</td>
<td>1691</td>
<td>1682</td>
<td>0.532</td>
<td>3173</td>
<td>3177</td>
<td>-0.128</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>densities</th>
<th>References</th>
<th>64646464</th>
<th>64646464</th>
<th>64646464</th>
<th>0.000</th>
<th>64646464</th>
<th>64646464</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>0.000</td>
<td>45</td>
<td>45</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>336</td>
<td>336</td>
<td>336</td>
<td>0.000</td>
<td>336</td>
<td>336</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ranks</th>
<th>References</th>
<th>4096</th>
<th>4096</th>
<th>4096</th>
<th>0.000</th>
<th>4096</th>
<th>4096</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>0.000</td>
<td>36</td>
<td>36</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>0.000</td>
<td>288</td>
<td>288</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total</th>
<th>References</th>
<th>33.000N+10950.0</th>
<th>17301504</th>
<th>17301504</th>
<th>0.000</th>
<th>34603008</th>
<th>34603008</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.250N+8.513</td>
<td>131070</td>
<td>131075</td>
<td>0.001</td>
<td>262148</td>
<td>262147</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>TSM</td>
<td>1.181N+2740.3</td>
<td>620829</td>
<td>621217</td>
<td>-0.111</td>
<td>1241236</td>
<td>1240914</td>
<td>0.026</td>
<td></td>
</tr>
<tr>
<td>FSM</td>
<td>0.006N+634.326</td>
<td>3920</td>
<td>3497</td>
<td>10.597</td>
<td>6147</td>
<td>6363</td>
<td>-3.514</td>
<td></td>
</tr>
<tr>
<td>Total Miss</td>
<td>1.437N+3465.7</td>
<td>755830</td>
<td>755069</td>
<td>-0.089</td>
<td>1509531</td>
<td>1509425</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>1.437N+2913.7</td>
<td>4.366</td>
<td>4.3701</td>
<td>-0.034</td>
<td>4.3624</td>
<td>4.3621</td>
<td>0.006</td>
<td></td>
</tr>
</tbody>
</table>

Table 41. Empirical models and prediction results for data set size (RADIX).

Prediction results: Usually, according to the experience in predicting the number of misses, the false sharing misses are not as easy or precise as true sharing misses to predict. The variable of key[0] in RADIX exhibits a huge prediction error in PFSM. But the absolute amount of error is too small to influence overall prediction quality. The shared
data structures of *densities* and *ranks* have performance parameters which are independent of the data set size. On the whole we have extremely good prediction results for RADIX, too.

The number of FSM is much more difficult to predict than the number of true sharing misses. The number of false sharing misses to key’s is poorly predicted. However, the number of these misses is very small and does not affect overall prediction quality.

<table>
<thead>
<tr>
<th>KEY[0]</th>
<th>References</th>
<th>2228240</th>
<th>2228240</th>
<th>0.000</th>
<th>2228240</th>
<th>2228240</th>
<th>0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>16385</td>
<td>16385</td>
<td>16385</td>
<td>0.000</td>
<td>16385</td>
<td>16385</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>130000.375 (P-1) / P - 34093.289</td>
<td>101839</td>
<td>101839</td>
<td>1.252</td>
<td>110313</td>
<td>110313</td>
<td>6.870</td>
</tr>
<tr>
<td>FSM</td>
<td>18156.074 (P-1) / P - 11369.676</td>
<td>6923</td>
<td>6232</td>
<td>9.720</td>
<td>8124</td>
<td>6515</td>
<td>19.866</td>
</tr>
<tr>
<td>KEY[1]</td>
<td>References</td>
<td>2091737</td>
<td>2091737</td>
<td>0.000</td>
<td>2091737</td>
<td>2091737</td>
<td>0.000</td>
</tr>
<tr>
<td>PCM</td>
<td>16384</td>
<td>16384</td>
<td>16384</td>
<td>0.000</td>
<td>16384</td>
<td>16384</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>141441.675 (P-1) / P - 34035.703</td>
<td>104616</td>
<td>103868</td>
<td>2.133</td>
<td>112515</td>
<td>104596</td>
<td>7.038</td>
</tr>
<tr>
<td>FSM</td>
<td>2348.941 (P-1) / P - 1419.567</td>
<td>949</td>
<td>855</td>
<td>9.803</td>
<td>967</td>
<td>892</td>
<td>7.756</td>
</tr>
<tr>
<td>Total</td>
<td>Reference</td>
<td>4325377</td>
<td>4325377</td>
<td>0.000</td>
<td>4325377</td>
<td>4325377</td>
<td>0.000</td>
</tr>
<tr>
<td>PCM</td>
<td>32769</td>
<td>32769</td>
<td>32769</td>
<td>0.000</td>
<td>32769</td>
<td>32769</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM</td>
<td>200442.250 (P-1) / P - 68728.990</td>
<td>205457</td>
<td>202940</td>
<td>1.609</td>
<td>222828</td>
<td>207331</td>
<td>6.955</td>
</tr>
<tr>
<td>FSM</td>
<td>20050.016 (P-1) / P - 12779.243</td>
<td>7852</td>
<td>7087</td>
<td>9.740</td>
<td>5091</td>
<td>7407</td>
<td>18.824</td>
</tr>
<tr>
<td>Total Miss</td>
<td>300947.250 (P-1) / P - 81505.234</td>
<td>247078</td>
<td>242856</td>
<td>1.729</td>
<td>264686</td>
<td>247507</td>
<td>6.491</td>
</tr>
<tr>
<td>MissRate (%)</td>
<td>300947.250 (P-1) / P - 81505.234</td>
<td>5.7123</td>
<td>5.6125</td>
<td>1.730</td>
<td>6.1194</td>
<td>5.7222</td>
<td>6.491</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prediction-1: 22 processors</th>
<th>Prediction-2: 64 processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td>2228240</td>
<td>2228240</td>
</tr>
<tr>
<td>16385</td>
<td>16385</td>
</tr>
<tr>
<td>101839</td>
<td>101839</td>
</tr>
<tr>
<td>6923</td>
<td>6232</td>
</tr>
<tr>
<td>2091737</td>
<td>2091737</td>
</tr>
<tr>
<td>16384</td>
<td>16384</td>
</tr>
<tr>
<td>104616</td>
<td>102386</td>
</tr>
<tr>
<td>949</td>
<td>855</td>
</tr>
<tr>
<td>4325377</td>
<td>4325377</td>
</tr>
<tr>
<td>32769</td>
<td>32769</td>
</tr>
<tr>
<td>205457</td>
<td>202940</td>
</tr>
<tr>
<td>7852</td>
<td>7087</td>
</tr>
<tr>
<td>247078</td>
<td>242856</td>
</tr>
<tr>
<td>5.7123</td>
<td>5.6125</td>
</tr>
</tbody>
</table>

Table 42. Empirical models and prediction results for number of processors (RADIX).

**6.8 Summary**

Table 43 summarizes the prediction results for data set size of all applications. In addition, Table 44 is for the number of processors. Finally, Table 45 shows the prediction errors when all variables are treated together as in Section 3 and when they are treated individually as in this section. In most cases, we have achieved marked improvements in prediction errors.
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<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Empirical Model for Miss Rate</th>
<th>Prediction - 1</th>
<th>Prediction - 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
</tr>
<tr>
<td>LU</td>
<td>1.256N^2 + 12.967N + 61.928</td>
<td>0.2220</td>
<td>0.2220</td>
</tr>
<tr>
<td></td>
<td>1.999N^2 + 7.327N + 23.5568N + 803.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MP3D</td>
<td>21.453N + 411.113</td>
<td>6.1494</td>
<td>6.151</td>
</tr>
<tr>
<td></td>
<td>358.843N + 41419</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WATER</td>
<td>4.490N + 151.164N - 221.48</td>
<td>0.8964</td>
<td>0.8853</td>
</tr>
<tr>
<td></td>
<td>540.016N - 2938.3N + 644.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCEAN</td>
<td>0.914N^2 + 2136.77N + 9717.01</td>
<td>0.3121</td>
<td>0.3110</td>
</tr>
<tr>
<td></td>
<td>4713.52N + 65573.5N - 3339241</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td>2.320N^2 + 22330N - 10223</td>
<td>1.3149</td>
<td>1.3025</td>
</tr>
<tr>
<td></td>
<td>214.209N - 8117.8N + 149665</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BARNES</td>
<td>2.607NlogN + 22.877N + 19112.4N + 31065</td>
<td>0.4022</td>
<td>0.4095</td>
</tr>
<tr>
<td></td>
<td>15373.1NlogN + 15453.3N - 431057logN + 12293692</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RADIX</td>
<td>1.437N + 2913.7</td>
<td>4.3686</td>
<td>4.3761</td>
</tr>
<tr>
<td></td>
<td>33.000N + 105625</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 43. Empirical models for cache miss rates and prediction results for data set size.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Empirical Model for Miss Rate</th>
<th>Prediction - 1</th>
<th>Prediction - 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
</tr>
<tr>
<td>LU</td>
<td>8288.705P + 6766.746</td>
<td>0.8432</td>
<td>0.8324</td>
</tr>
<tr>
<td></td>
<td>34014465</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MP3D</td>
<td>823901.48N(P - 1)/P + 797203.062</td>
<td>6.9761</td>
<td>7.0186</td>
</tr>
<tr>
<td></td>
<td>11242601</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WATER</td>
<td>4162.024P + 20032.562</td>
<td>1.1821</td>
<td>1.1939</td>
</tr>
<tr>
<td></td>
<td>38198603</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCEAN</td>
<td>3185137B N + 26742.695</td>
<td>0.7940</td>
<td>0.8032</td>
</tr>
<tr>
<td></td>
<td>82786969</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td>1636462406(P-1)/P + 27083.662</td>
<td>2.9141</td>
<td>2.9183</td>
</tr>
<tr>
<td></td>
<td>63650004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BARNES</td>
<td>229813.219(P-1)/P + 111679.908</td>
<td>1.7607</td>
<td>1.6661</td>
</tr>
<tr>
<td></td>
<td>6616558</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RADIX</td>
<td>300497.250(P-1)/P + 81559.234</td>
<td>5.7123</td>
<td>5.6135</td>
</tr>
<tr>
<td></td>
<td>4325077</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 44. Empirical models for cache miss rates and prediction results for number of processors.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>LU</th>
<th>MP3D</th>
<th>WATER</th>
<th>OCEAN</th>
<th>FFT</th>
<th>BARNES</th>
<th>RADIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical Variable Size</td>
<td>O(N^2)</td>
<td>O(N)</td>
<td>O(N)</td>
<td>O(N^2)</td>
<td>O(N^3)</td>
<td>O(N)O(logN)</td>
<td>O(N)</td>
</tr>
<tr>
<td>Prediction</td>
<td>All variables</td>
<td>-0.088</td>
<td>-0.380</td>
<td>0.115</td>
<td>-3.938</td>
<td>-3.023</td>
<td>0.071</td>
</tr>
<tr>
<td>Error (%)</td>
<td>Individual</td>
<td>0.009</td>
<td>-0.285</td>
<td>0.115</td>
<td>-0.525</td>
<td>-0.042</td>
<td>0.725</td>
</tr>
</tbody>
</table>

Table 45. Comparison of prediction errors for data set size.
Chapter 7

CONCLUSION

An empirical modeling technique for primary performance metrics such as the numbers of references and of various types of cache misses was introduced in this thesis. To overcome the huge resource requirements and excessively long execution time of software simulations, many researchers proposed diverse analytical modeling techniques. Traditional analytical models are referred to as structural models which are abstracted from the expected behavior of the workload and formalized with a set of statistically defined parameters. It is in general difficult to estimate the effects of variables such as the data set size or the number of processors. Thus a model is only valid for a particular application with a given data set size and a given number of processors.

Owing to the wide availability of general-purpose hardware and existing mathematical curve fitting technique, empirical models can be developed. In our empirical performance model, a few samples of performance metrics are collected by simulating a few small-size problems running on small systems. On the other side, the magnitude orders of selected performance metrics are found from static workload analysis. Then, statistical extrapolation techniques produce an analytical model which can be applied to estimate the values of the performance metrics for realistically large data set size and number of processors.

With the simulation environments and mathematical technique, the only remaining problem is to obtain the magnitude orders of the performance metrics in big-oh notation
along which the sample points tend to be located. Since our target is the cache miss rate model whose primary source is the data-sharing, the research was started with the data-sharing analysis.

The data-sharing analysis can be carried on using the traces collected from the actual execution of parallel programs, or on the parallel application codes. In general, the traces are valid only for the hardware and software configurations from which they are collected. For this reason, the level of accuracy in data-sharing analysis is higher when the application codes are used.

However, in directly using the program codes for data-sharing, there is one manifest obstacle. For example, consider a program segment given in Figure 71. Since the index of Particles array in line 8 depends on the run time results of preceding computations, we cannot statically identify which memory location is accessed by a processor. Therefore, it is practically impossible to define the sharing information from the source code of general scientific SPMD model applications.

```c
1. Part = &Particles[pn];
2. u = Part->u;
3. v = Part->v;
4. Part->x += u;
5. Part->y += v;
6. Acell = &Cells[cell{Part-x}][CELL{Part->y}];
7. space_val = Acell->space;
8. Collide(&Particles[space_val], Part);
```

Figure 71. Shared array and index variables.

As an alternative, the development of a formal descriptor called an access pattern descriptor (APD) was proposed. The program statements in an application will be substituted by appropriate data-sharing representation of APDS (APD statement). Then, algo-
arithmic procedures made direct use of the APDS to produce the models for the miss rates. The validity of this methodology is supported by the fact that the researchers involved in HPF and ALPSTONE projects take the similar direction as ours.

The data objects are normally represented by array data structures and the computations on them are performed within iterative loops. The information regarding the memory locations of the data objects can be found in the program. The index expressions of array variable bear the information regarding possible data-sharing in the program. Therefore, the data-sharing analysis started with the array index expression analysis.

Our research goal is to establish a method to translate the source code into the APDS by means of index expression analysis. To this goal, we tried to characterize the data-sharing patterns for various types of array index expressions that are found in general scientific parallel applications. First of all, we investigated which types of factors are associated with data-sharing. Once we understood the sharing factors and their ways of making unique contributions on data-sharing, the components used in array index expressions and the composite index expressions composed of the index expression components were enumerated. At this moment, the effects of the data set size and the number of processors on the amount of data-sharing were included. The models for the number of data references and the number of cache misses were built based on the knowledge we obtained by applying the algorithms to count the number of data references and the number of misses.

Generally, overall quality of the modeling technique is determined by comparing the resulting models against experimental results. In addition, the prediction accuracy for very large data sets and processor numbers is also important in judging the usefulness of analytical models. Once the model is proved to be accurate, the whole technique including the definition of sharing factors, grouping their values into categories, capturing the values of sharing factors from applications and formularizing the factors into a numeric expression is appraised to be accurate, as well. In this regard, the extreme accuracy of our empir-
ical models for miss rates based on sharing analysis evidences the high quality of modeling technique introduced in this thesis.

Followings are the contributions of the empirical performance modeling technique introduced in this thesis.

In structural modeling, the parameters are statistically evaluated from execution histories or traces. The traces are usually so large that dealing with the traces is very time-consuming. Additionally, since a structural model is valid only for the configurations in which it is built, the parameters must be reevaluated whenever different data set size or number of processors is considered. By contrast, in the empirical technique, performance models are obtained very quickly by robust estimation method. Furthermore, having the data set size and the number of processors as variables, an empirical model does not require repetitive parameter computation for various problem and system sizes.

The usefulness of our empirical model is substantiated by its correct representation and accurate prediction of expected performance for varying data set size and number of processors. Therefore, researchers can quickly foresee the potential performance of the target system running realistically heavy workloads without suffering from large resource requirements and long simulation times.

Simple syntax of APDS and easy transformation of SPMD applications into APDS allow easy representation of rich sharing characteristics. Fast interpretation procedure of APDS codes reduces the estimation time for the performance model parameters. Finally, we can locate the places in APDS descriptions where the performance bottlenecks are possible due to the huge amount of data-sharing. This is possible because the data access information in the given SPMD applications are maintained in APDS.
Chapter 8

RELATED WORK

Scientific applications simulate physical phenomena by discretizing continuous problems in both space and time into numerically approximate algorithms. In order to simulate new aspects of physical phenomena or to improve the simulation accuracy, multiprocessor systems are used to run much larger problems than can be run on a uniprocessor. The issues arising when scaling scientific problems are addressed in [69]. Besides the data set size, other parameters, such as the time step or the total simulated time, which affect simulation errors should be scaled as well. The effects of these time parameters on the miss rates are easy to evaluate. Thus, the work in this proposal has been started with the study of the effects of the data set size on the miss rates.

Cache misses play a key role in the performance of shared-memory systems. They are customarily classified into cold, coherence and replacement misses [27]. Cold misses are due to the first access to a memory block by a processor. Coherence misses are the misses following invalidations in a system with infinite cache sizes. Replacement misses are all the other misses caused by the finiteness of the cache size [82]. Thus the numbers of cold and coherence misses are independent of the cache size and can be counted in a system with infinite caches. The general effects of cache sizes on replacement misses have been shown in [64]. Each application has a hierarchy of a few, well defined per-processor working sets. For a given problem size, as the cache size is increased, the (replacement) miss rate drops abruptly every time a new working set fits in the cache. The conclusion is
that most of the miss rate reduction is obtained for very small caches. The classification of
cold misses and coherence misses can be further refined [26, 29, 76]. Some coherence
misses are essential in the sense that they communicate a new word value (true sharing
misses) [26]. Other misses, often called false sharing misses, are useless misses.

Because the performance of shared-memory multiprocessors is known to depend
strongly on the way concurrent processes communicate by writing and reading the shared
data, the data-sharing characteristics of programs have been the subject of many previous
research papers. Data-sharing patterns result from the algorithmic movements of data
among the processors and they represent the necessary data communications among the
processors for the correct execution of an application. A good understanding of data-shar-
ing patterns helps in designing better memory hierarchies and cache coherence protocols.
Thus, several models were developed in the past to estimate the number of misses in a
shared-memory system based on the structural characteristics of applications with respect
to data-sharing.

In [23], Dubois and Briggs defined a synthetic program model with data-sharing.
Different access patterns are defined for S-blocks; the shared writable blocks, and P-
blocks, the other shared blocks plus the private blocks. The effects of cache coherency on
the misses and on the traffic between the caches are then evaluated analytically. A draw-
back of this model is that the locality of accesses to shared data was not modeled. In [24]
the model was extended to reflect the fact that shared writable data are typically accessed
in critical or semi-critical sections.

Eggers and Katz [27] characterized the sharing pattern by the write run obtained
from an interleaved reference trace. The average write run is an indicator of invalidation
misses and traffic in snooping protocols. It is a very parsimonious model, but the information
contained in the write run is not sufficient to characterize all possible coherence trans-
actions in complex protocols. Another drawback is that the write run relates to the
composite behavior of all shared data in a whole application. In practice an application manipulates several data structures with distinct sharing patterns and, as the data set size changes, it is possible that the coherence overhead will be dominated by different shared data structures as shown in current research results.

Recognizing the need to characterize the behavior of each separate shared data structure, Gupta and Weber [36] classified shared objects as read-only, migratory, mostly read, or frequently read/written data. This classification is still vague and does not lead to any quantification of the coherence overheads. Bennett et al. [9] expanded this classification of shared objects by defining additional classes of shared-data access patterns.

Tsai and Agarwal [77] constructed an analytical expression for cache miss rates by first identifying the types of shared data blocks in the parallel program and by capturing their individual caching behavior through a few parameters such as problem size, number of processors and cache line size. The exact number of accesses to the shared data in the program must be known in order to apply the model, which makes the analysis of complex or irregular applications difficult.

In [72], a set of analytical models for predicting the performance of parallel applications were presented. The authors adopted the traditional shared data classification where the access types are read or write and the number of processors are defined by singular or multiple. The parameters used in forming the analytical models were obtained by investigating the traces of previous execution of an application even though the authors claimed that compile-time analysis is possible. These parameters were used to express the number of system events for each type of shared data and the correctness of their models depend on the duration of interval during which the performance parameters were collected. Their models are applicable only when the run time parameters are exactly the same as the ones obtained when collecting traces.
Broxsson and Stenstrom [13, 14, 15] presented simple classification methods of shared data blocks based on the accesses made to the blocks within a finite time slot. They take the access mode and degree of sharing into account. These classification techniques were finally used in a performance analysis tool called SM-prof [13] which, as a complement to other proposed tools [4, 33, 51, 52, 83], visualizes the shared-data access pattern in a diagram with links to the source code lines of parallel applications causing performance degrading accesses.

As shown above, data-sharing behavior has been characterized in many different ways. While classifications deal with the sharing behavior of data in the whole execution or in finite time slots, they all combine the data access types and the number of processors that make the accesses. In our context, the structural models built by some of the above authors are problematic. First, they are hard to fit to a particular application. Second, the model parameters depend on block size, data set size and number of processors; thus their predictive value is limited. Third, they are not refined enough to model all classes of misses.

In our research, the refinements of shared data classification were made by, first, managing the individual shared data structures to reflect their unique sharing behaviors. Second, to provide more specific and useful sharing information, the notations for the number of processors are more finely defined to incorporate not only the number of processors but also the logical relationships between accessed data and processors. Finally, the data access patterns are created into APDS whenever distinct sharing behaviors are observed in the execution time phases of an application. The descriptive power of APD is such that, based on the sharing description, we can express the value of the diverse performance metrics for each shared data structure in terms of a parametric polynomial functions of the data set size. The accuracy of our method is verified by the extreme prediction quality.
Because the ultimate goal in a performance study is the execution time, our goal of research is the development of an automated prediction tool for the execution time. Fundamentally, many efforts have been made to achieve the performance prediction through compile-time analysis [32, 38, 54, 59]. Even though the compile-time prediction technique may not fall in the scope of our methodology, relevant literature could offer helpful hints in designing and developing the description language.

Driscoll and Daasch [22] focused on the execution time analysis of the traditional Amdahl's Law [3] and Gustafson's Law [39]. Like other researchers [41, 66], authors in [22] generalized Amdahl's Law and Gustafson's addition. The sequential and parallel portions of applications are considered separately and thus the execution time model consists of two empirical models built based on the experimental results and curve fitting methods. In finding the best fit curves, they merely assumed the execution time to be increased or decreased linearly, which may not be true in most applications as seen in our results in previous sections.

A simple performance prediction toolset has been introduced [80] whose inputs are the description of a parallel program execution in terms of a directed task graph, the specification of the parallel system, and a correspondence between processors and each task graph node is mapped. This model did not include the amount of computations so that the execution time prediction model is too simple to consider all associated factors impacting the execution time.

There is an on-going project, ALPSTONE [16, 45], which is composed of another three sub-projects. The first one is for the development of an algorithm classification scheme called BACS [18] which is actually the vocabulary and methodology for describing parallel algorithms. Another project is for developing the parallel programming language suite called ALWAN [17] and BALI [46] which are the languages used for writing algorithmic skeletons. The last one for developing the ALWAN compiler called TIANA.
In addition to ALPSTONE, more performance prediction systems called PPPE [30] and PAMELA [31] are under development. The core of the work in all these projects is the design and development of the programming languages. Since not much has been published even though the systems have been developed for five or more years in large research groups, we cannot make decisive comments, at this point. Many other literatures suggested the issues to be considered in designing the sharing pattern descriptors [5, 8, 35, 57]. Anyway, continuous efforts will be made to understand the frameworks being carried on in [30] and [31]. In the following, we briefly review the work in APLSTONE.

The researchers in each sub-project of ALPSTONE are currently working on their own benchmarks whose execution time modeling and prediction is done in three steps. At first, a parallel program is modeled by abstract notations defined in BACS including the network topologies. Then, the execution time of each line written in BACS is estimated. If the estimated execution time of the given benchmark is satisfactory, the programmers start programming using ALWAN. Finally the compiled ALWAN program is run on the target machine and the performance is measured to verify the accuracy of the predicted execution time.

The notations and the syntax of BACS is too specific for general users to use or even to understand. Additionally, even though the architecture parameters are independent of the application programs, their inclusion in BACS and ALWAN programs will increase the complexity of the programs and will decrease the freedom of the programmers. Especially, the execution times of all possible combinations of network topologies, data placements, data communications among processors and every kind of operations have to be collected in advance by running on a set of existing physical machines such as SP2. These times are then stored in the database. This type of database is defined for each of their own benchmarks.
Therefore, besides the fact that the prediction results have not been posted since the projects are still under development, the amount of the work in collecting the performance data of every combination of BACS statements is prohibitively large. Furthermore, the application area is limited and is not flexible since the database has been built for the finite set of existing network topologies and physical systems. The syntactic and semantic definitions of BACS will be troublesome for the general users to learn.

Compared to BACS or ALWAN, APDS is a lot easier to understand and to use since the syntactic and semantic definitions are much simpler than that of not only BACS and ALWAN but also the C language. Finally, instead of building a huge database that maintains the execution time model of all possible combinations of every programming object, we collected the simulation results by running problems with small data sets. This requires much less time and efforts. Furthermore, many possible hardware configurations of system under study can be tried for better prototyping of target systems.

Understanding the operational procedure in ALPSTONE project, one may first ask why they use the formal description of underlying algorithm described in BALI instead of directly using the source code written in high level languages such as the C or FORTRAN. In fact, the source of scientific applications are too complicated to statically analyze. For example, data partitioning portion of a parallel program includes some numeric computations using the variables whose values are known only at run time. Furthermore, the sequence of program statements executing very complex computations are almost impossible to be understood by compilers.

Many researchers formed a forum to design a syntax and associated language definitions for High Performance Fortran (HPF) [42]. Since they know that today’s compilers cannot capture all useful information to improve the computational efficiency of a program running on parallel machines, they decided to develop additive directives. The primary goals in HPF development are to support data parallel programming and to achieve
high performance on parallel computers. To these goals, the directives provide some fundamental factors affecting the performance of a parallel program such as the degree of available parallelism, exploitation of data locality and choice of appropriate task granularity. HPF supplies mechanisms for the programmer to guide the compiler with respect to these factors. HPF directives appear as structured comments that suggest implementation strategies or assert facts about a program to the compiler. When properly used, they affect only the efficiency of the computation performed, but do not change the value computed by the program.

In addition, HPF also features new library routines. The HPF library of computational functions defines a standard interface to routines that have proven valuable for high performance computing. These additional functions include those for mapping inquiry, bit manipulation, array reduction, array combining scatter, prefix and suffix, and array data sorting.

The Stanford University Intermediate Format (SUIF) compiler system [40, 73] is for researching compiler techniques for high performance architectures. One of the goals of SUIF is to automatically translate sequential dense matrix computations into efficient parallel code for parallel machines. Target parallel machines include distributed address space machines as well as shared address space machines. The inputs to SUIF compiler are sequential FORTRAN-77 or C programs. The source programs are first translated into the SUIF compiler’s intermediate representation. After passing through the optimization and parallelization, the resulting parallelized SUIF program is then converted to C and is compiled by the native compiler on the target machine. The C program contain subroutine calls to invoke a portable run time library which is linked in by the native compiler.

The key in optimization and parallelization in SUIF is the locality analysis. Given a matrix computation application, the program must make effective use of the computer’s memory hierarchy as well as its ability to perform computations in parallel. As a result,
reducing interprocessor communication by increasing the locality of data references is important. In this regard, the SUIF restructures the array so that the major regions of data accessed by a processor are contiguous in memory.

The SUIF makes the analysis by investigating the index expressions of array elements in locality analysis phase. The researchers participating in the SUIF project limit themselves to the dense matrix computation applications in which the index expressions are considerably simpler than other general scientific applications such as those in SPLASH [67] and SPLASH-2 [82] benchmark suites.
Appendix A

PREDICTION RESULTS WITHOUT DATA-SHARING ANALYSIS

In this appendix, brief descriptions of benchmark applications and their algorithmic behavior are provided. The tables include empirical models and prediction results for all kinds of performance metrics of every shared data structure in each application.

A.1 LU

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td></td>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td>Reference</td>
<td>1.594 N^2 + 8.754 N^2 - 178.70 N + 3849.08</td>
<td>48358061</td>
<td>48321298</td>
</tr>
<tr>
<td>CM</td>
<td>1.250 N^2 + 7.630 N - 36.233</td>
<td>105669</td>
<td>105662</td>
</tr>
<tr>
<td>PTSM</td>
<td>5.206 N - 14.143</td>
<td>1532</td>
<td>1538</td>
</tr>
<tr>
<td>PFEM</td>
<td>0.562 N - 12.932</td>
<td>148</td>
<td>148</td>
</tr>
<tr>
<td>Eeem. Miss</td>
<td>1.250 N^2 + 12.426 N - 50.376</td>
<td>107201</td>
<td>107201</td>
</tr>
<tr>
<td>Total Miss</td>
<td>1.250 N^2 + 12.989 N - 63.308</td>
<td>107349</td>
<td>107349</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>1.250 N^2 + 12.426 N - 63.308</td>
<td>0.2220</td>
<td>0.2220</td>
</tr>
</tbody>
</table>

Table 46. Empirical models and prediction results for LU.

LU performs the LU-decomposition of a dense square matrix. The problem size, N, is number of rows of the matrix as well as the number of iterations. The data structures are two large matrices, A and L, of size N-by-N and one vector, thisPivot, of size N. Thus, we expect $O(N^2)$ cold misses. In $i^{th}$ iteration ($i=0$ to $N-1$), the rightmost $N-i$ columns
of $A$ ($O(N^2)$) are accessed once by the processors to which they are allocated, the $i^{th}$ column of $L$ ($O(N)$) $N-i$ times ($O(N^2)$). and the $i^{th}$ element of $thisPivot$ ($O(1)$) $N-i$ times ($O(N)$). Thus, the number of shared data accesses is $O(N^3)$. $A$ and $L$ only presents only cold misses and $O(N)$ sharing misses are on $thisPivot$.

As shown in Table 46, the prediction errors are extremely small for large problem sizes. This is expected because the patterns of accesses to shared data and of data communications among processors are very regular and predictable in LU.

A.2 MP3D

MP3D repeatedly calculates the positions and velocities of particles during a preset number of time steps. The data set size, $N$, is the number of molecules in the one dimensional array $Particles$. The size of another array, $Ares$, is also proportional to $N$ and $Cells$ is a three-dimensional array of size independent of $N$. Therefore, we estimate the cold misses in MP3D as $O(N)$.

The number of iterations is ($O(1)$). In each iteration, every one of the $O(N)$ $Particles$ is accessed and moved in cell space. Each time a particle is moved, an element of $Cells$ is updated to reflect the changes of the three-dimensional coordinates of the particle so that the elements of $Cells$ are accessed $O(N)$ times, in each iteration. Each element of $Ares$ is also moved once and experiences exactly one collision ($O(N)$ accesses). Thus, the number of references in MP3D is $O(N)$ and the PTSM count is also $O(N)$.

The shared memory locations accessed by a processor are largely unpredictable. When a processor moves one particle in cell space, a randomly generated number decides if the processor should simulate a collision. These collisions are the only source of coherence misses for $Particles$. Moreover, the memory location of an element of $Cells$ is selected by the space coordinates of the particle and is independent of the processor or of the index of the particle. This unpredictable behavior might cause serious prediction
errors. However, robust estimation is rooted in statistics and the basic algorithmic step
does not change as the data set size increases. The prediction results shown in Table 47 are
very accurate and the prediction error for each type of misses and for the miss rate is way
below 1%.

<table>
<thead>
<tr>
<th>MP3D</th>
<th>Prediction-1: 259K molecules</th>
<th></th>
<th>Prediction-2: 512K molecules</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
<td>simulation</td>
</tr>
<tr>
<td>Reference</td>
<td>348.845 N + 41297.4</td>
<td>91484574</td>
<td>91484576</td>
<td>-0.003</td>
</tr>
<tr>
<td>CM</td>
<td>1.522 N - 23.046</td>
<td>398842</td>
<td>399127</td>
<td>-0.071</td>
</tr>
<tr>
<td>PTSM</td>
<td>17.321 N - 1507.18</td>
<td>4542127</td>
<td>4539659</td>
<td>0.056</td>
</tr>
<tr>
<td>PFSM</td>
<td>2.609 N + 51690.57</td>
<td>684631</td>
<td>669000</td>
<td>-0.622</td>
</tr>
<tr>
<td>Essen. Miss</td>
<td>16.643 N - 1530.2</td>
<td>4949659</td>
<td>4938666</td>
<td>0.046</td>
</tr>
<tr>
<td>Total Miss</td>
<td>21.452 N - 3690.3</td>
<td>5625800</td>
<td>562779</td>
<td>-0.035</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>21.452 N - 3690.3</td>
<td>6.1494</td>
<td>6.1513</td>
<td>-0.030</td>
</tr>
</tbody>
</table>

Table 47. Empirical models and prediction results for MP3D.

A.3 WATER

<table>
<thead>
<tr>
<th>WATER</th>
<th>Prediction-1: 360 molecules</th>
<th></th>
<th>Prediction-2: 720 molecules</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
<td>simulation</td>
</tr>
<tr>
<td>Reference</td>
<td>540.016 N^2 - 2038.3 N + 644.47</td>
<td>71035088</td>
<td>71044592</td>
<td>-0.013</td>
</tr>
<tr>
<td>CM</td>
<td>49.000 N + 28.015</td>
<td>17250</td>
<td>17252</td>
<td>0.000</td>
</tr>
<tr>
<td>PTSM</td>
<td>4.490 N^2 + 103.164 N - 193.48</td>
<td>619504</td>
<td>618789</td>
<td>0.116</td>
</tr>
<tr>
<td>Essen. Miss</td>
<td>4.490 N^2 + 151.164 N - 221.48</td>
<td>636756</td>
<td>636340</td>
<td>0.112</td>
</tr>
<tr>
<td>Total Miss</td>
<td>4.490 N^2 + 151.164 N - 221.48</td>
<td>636756</td>
<td>636340</td>
<td>0.112</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>4.490 N^2 + 151.164 N - 221.48</td>
<td>0.8954</td>
<td>0.8963</td>
<td>0.122</td>
</tr>
</tbody>
</table>

Table 48. Empirical models and prediction results for WATER.

WATER performs an N-body molecular dynamics simulation of the forces and
potentials in a system of water molecules. The data set size parameter N is the number
of molecules in array VAR. In each of O(1) iterations every O(N) element of VAR is accessed
to compute the intra-molecular and inter-molecular interactions with N/2 elements (O(N))
ahead of it. Thus the number of references is $O(N^2)$ and the CM count is $O(N)$. In addition, for each element of $VAR$, a processor must read $N/2$ components, which were mostly modified by other processors. Thus, the PTSM count is $O(N^2)$. From Table 48, we see that the prediction is extremely accurate for WATER.

### A.4 OCEAN

This program performs the simulation to predict large-scale ocean movements. The computation is composed of many time steps. In every time step several spatial partial differential equations are solved on sets of two-dimensional fixed-sized grids, each set corresponding to an horizontal cross-section of the ocean basin. The solution method is a multi-grid Gauss-Seidel iteration with Successive Over Relaxation (SOR). There are 25 two-dimensional arrays that store discretized functions associated with the equations of the model. $\texttt{q multi}$ and $\texttt{rhe multi}$ are multi-level grids; their size is $O(N^2)$. Thus the number of cold misses is $O(N^2)$. In each iteration, the two $O(N^2)$ grids are accessed repetitively and the number of repetitions is independent of the data set size. Hence, the number of references is $O(N^2)$. Data sharing is observed only at the partition boundaries, and thus the PTSM count is $O(N)$.

<table>
<thead>
<tr>
<th>OCAEN</th>
<th>Empirical Model</th>
<th>Prediction-1: 256</th>
<th>Prediction-2: 514</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
</tr>
<tr>
<td>Reference</td>
<td>45979.93 $N^2$</td>
<td>53728.1 N - 1562387</td>
<td>3.951</td>
</tr>
<tr>
<td>CM</td>
<td>6.911 $N^2$ + 79.348 N + 229.352</td>
<td>462621</td>
<td>460757</td>
</tr>
<tr>
<td>PTSM</td>
<td>1021.86 N + 6299.61</td>
<td>275316</td>
<td>265940</td>
</tr>
<tr>
<td>PFSM</td>
<td>1030.65 N + 2062.20</td>
<td>273027</td>
<td>270476</td>
</tr>
<tr>
<td>Essen. Miss</td>
<td>6.911 $N^2$ + 1101.21 N + 6528.96</td>
<td>756137</td>
<td>750097</td>
</tr>
<tr>
<td>Total Miss</td>
<td>6.911 $N^2$ + 2137.86 N + 6554.16</td>
<td>1030054</td>
<td>1021176</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>6.911 $N^2$ + 2137.86 N + 9594.16</td>
<td>4596.93 $N^2$</td>
<td>53728.1 N - 1562387</td>
</tr>
</tbody>
</table>

Table 49. Empirical models and prediction results for OCEAN.
OCEAN has been the most challenging program analytical model in two aspects. First, because of the huge memory requirement we could only collect sample for three small data sets. This is the minimum needed to estimate the three unknown coefficients of a polynomial of order $N^2$. Furthermore, the execution time of OCEAN is strongly dependent on the values of the data since it runs until the changes in computed values are smaller than a preset threshold. Nevertheless, Table 49 shows that the prediction errors are well below 5% in all cases.

### A.5 FFT

FFT is a one dimensional version of the radix-$\sqrt{N}$ six-step FFT algorithm. The two $\sqrt{N}$-by-$\sqrt{N}$ data arrays of complex numbers are $x$, which contains the data points, and $trans$, which contains the roots of unity. Two other data structures, umain and umain2, are only accessed by their home processors. To reflect the fact that the arrays are $\sqrt{N}$-by-$\sqrt{N}$, we choose $n=\sqrt{N}$ to characterize the data set size. FFT is not iterative and each element of $x$ and $trans$ (size $O(n^2)$) is accessed $O(1)$ times. So, the total number of references and the cold miss count are $O(n^2)$. The PTSM count is $O(n^2)$. As can be seen from Table 50 the number of misses and the miss rate are predicted with an error below 5%.

<table>
<thead>
<tr>
<th>FFT</th>
<th>Empirical Model</th>
<th>Prediction-1: $2^{16}$</th>
<th>Prediction-2: $2^{18}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>197.952n^2 - 2614.8n + 24184.5</td>
<td>11993098</td>
</tr>
<tr>
<td></td>
<td>CM</td>
<td>1.878n^2 + 15.903n - 0.474</td>
<td>127228</td>
</tr>
<tr>
<td></td>
<td>PTSM</td>
<td>0.437n^2 + 7.005n - 8.198</td>
<td>30464</td>
</tr>
<tr>
<td></td>
<td>Essent. Miss</td>
<td>2.315n^2 + 22.908n - 0.672</td>
<td>157692</td>
</tr>
<tr>
<td></td>
<td>Total Miss</td>
<td>2.315n^2 + 22.908n - 0.672</td>
<td>157692</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>$2.315n^2 + 22.908n - 0.672$</td>
<td>1.3149</td>
<td>1.2787</td>
</tr>
</tbody>
</table>

Table 50. Empirical models and prediction results for FFT.
A.6 BARNES

This application simulates the interaction of a three dimensional system of bodies for a number of time-steps using the Barnes-Hut hierarchical $N$-body method [7]. A primary one dimensional shared array $bodytab$ of size $N$ keeps the particles’ information. Two more arrays form an octree: $ltab$ with $O(N)$ elements is an array of bodies at the leaves of the tree and $ctab$ with $O(\log N)$ elements is an array with the non terminal nodes of the tree. Given the size of the three shared arrays, the number of cold misses is $O(N+\log N)$. In each of the $O(1)$ iterations, every $O(N)$ particle element of $bodytab$ partially traverses the octree to visit $O(\log N)$ non-terminal cells (elements of $ctab$). Then, an element of $ltab$ is accessed. Thus, the number of references to $ctab$ and $bodytab$ are respectively $O(N\log N)$ and $O(N)$. The total number of shared data references is $O(N\log N)+O(N)+O(\log N)+O(1)$ and the number of PTSM is $O(N)+O(\log N)+O(1)$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>simulation</td>
<td>prediction</td>
</tr>
<tr>
<td>Reference</td>
<td>1491.8 $\log N+3278.8 N-2741459 \log N+679605$</td>
<td>33733353</td>
<td>33701928</td>
<td>0.003</td>
</tr>
<tr>
<td>CM</td>
<td>28.532 N - 108.661 $\log N + 447.95$</td>
<td>115656</td>
<td>120907</td>
<td>-4.366</td>
</tr>
<tr>
<td>PTSM</td>
<td>5.088 N + 10919.2 $\log N - 25920.3$</td>
<td>39415</td>
<td>38597</td>
<td>2.073</td>
</tr>
<tr>
<td>PFSM</td>
<td>1.323 N + 1154.58 $\log N - 2800.35$</td>
<td>7392</td>
<td>7239</td>
<td>2.092</td>
</tr>
<tr>
<td>Essen. Miss</td>
<td>33.620 N + 10811.1 $\log N - 21449.3$</td>
<td>150271</td>
<td>159504</td>
<td>-6.275</td>
</tr>
<tr>
<td>Total Miss</td>
<td>34.943 N + 11965.7 $\log N - 24249.6$</td>
<td>162663</td>
<td>169743</td>
<td>-2.908</td>
</tr>
<tr>
<td>MissRate(%)</td>
<td>34.943N + 11965.7$\log N - 24249.6$</td>
<td>0.4822</td>
<td>0.4947</td>
<td>-2.592</td>
</tr>
</tbody>
</table>

Table 51. Empirical models and prediction results for BARNES.

A.7 RADIX

RADIX performs integer radix sort. In each iteration, an $r$-bit digit field of the keys are sorted, $r$ being the radix. Most data accesses are made to two one-dimensional arrays $key[0]$ and $key[1]$. Hence, the number of cold misses is $O(N)$. The number of iterations depends on the largest possible key values and on the radix, both of which are runtime parameters. Thus the number of iterations is $O(1)$. In each iteration, every $O(N)$ element of one of the two arrays $key[0]$ or $key[1]$ is accessed to compute a local histo-
gram and partially sorted results are stored into the other array. Thus the numbers of references and of PTSM are both \( O(N) \).

The number of false sharing misses is much more difficult to predict than the number of true sharing misses. The number of false sharing misses to key's is poorly predicted. However, the number of these misses is very small and does not affect overall prediction quality.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>prediction</td>
<td>error%</td>
</tr>
<tr>
<td>Total</td>
<td>34.029 N + 219.020</td>
<td>17301524</td>
<td>17831184</td>
</tr>
<tr>
<td>Reference</td>
<td>0.749 N + 1416.66</td>
<td>393235</td>
<td>394264</td>
</tr>
<tr>
<td>CM</td>
<td>0.684 N + 1640.14</td>
<td>359834</td>
<td>360005</td>
</tr>
<tr>
<td>PTSM</td>
<td>0.004 N + 519.106</td>
<td>2961</td>
<td>2435</td>
</tr>
<tr>
<td>PFSM</td>
<td>1.433 N + 3506.20</td>
<td>752859</td>
<td>754469</td>
</tr>
<tr>
<td>Essan. Miss</td>
<td>1.437 N + 3675.31</td>
<td>755830</td>
<td>756904</td>
</tr>
<tr>
<td>Total Miss</td>
<td>34.029 N + 219.030</td>
<td>4.3686</td>
<td>4.2418</td>
</tr>
</tbody>
</table>

Table 52. Empirical models and prediction results for RADIX.
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