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1 Introduction

Many embedded applications require high performance computing to achieve real-time performance. These
include Space-Time Adaptive Processing (STAP), Synthetic Aperture Radar(SAR), Sonar systems, Auto-
matic Target Recognition/tracking systems, and Vision applications, among others. In these applications,
high throughput is required in addition to satisfying a given latency requirement. Implementing such applica-
tions using High Performance Computing (HPC) platforms is becoming wide spread[1, 4]. HPC platforms are
being used for these applications because of their high performance, scalability of solutions, and portability of
the developed code. A typical HPC architecture for embedded signal processing is shown in Figure 1. Several
implementation results of real-time applications on HPC platforms have been reported[2, 5, 15, 17, 19, 21].

To evaluate HPC systems for real-time applications, several benchmarks have been proposed. These
include C31[3] and MITRE benchmarks[7]. Real-time benchmarks are designed to assess real-time signal
processing systems such as SAR. The following aspects distinguish real-time benchmarks from “conventional”
benchmarks to evaluate HPC platforms. (1) Real-time benchmarks incorporate deadlines for completion of
tasks. These deadlines must be met to achieve successful processing. (2) The execution is repeated many
times to evaluate the fluctuations in run-time. (3) Throughput is one of the critical requirements in real-time
embedded signal processing applications. In a real-time system, the input data rate is determined by system
parameters (e.g., data collection rate in SAR processing). The system throughput must be high enough to
process the input data stream in real fime.

In these benchmarks, one of the essential operations is communication between processors. Because
many processors are employed, algorithms for communication between processors must be efficient to obtain
high performance. In real-time signal processing that requires high throughput performance, software task
pipeline can be used. An example of software task pipeline for real-time STAP is shown in Figure 2 [11]. The
software task pipeline consists of several stages of processors. In the above example, the STAP application
is divided into 6 stages. Each stage processes incoming data and sends the processed data to the next stage.
Since each stage has a different computational requirement, each stage has a different number of processors
to meet the throughput requirement. In the pipeline, data remapping communication is needed between
consecutive stages. For example, 22-to-176 communication is needed between the Stage 1 and the Stage 2.
Since the number of processors in a stage is different from the other stages, M-to-N communication need
to be performed, where M # N. In the M-to-N communication, there are M source processors and N

* Effort sponsored by the DoD High Performance Computing Modernization Office, and Rome Laboratory, Air Force Materiel
Command, USAF, under agreement number F30602-97-2-0016. The U.S. Government is authorized to reproduce and distribute
reprints for Governmental purposes notwithstanding any copyright annotation thereon.

t The experimental results were obtained at the Maui High Performance Computing Center (MHPCC) and at the Pittsburgh
Supercomputing Center (PSC).
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Figure 1: Typical HPC platform for embedded signal processing

destination processors. Each of the M source processors partitions its data into N sets and sends a data
set. to a destination processor. The M-to-N communication also arises in HPF (High Performance Fortran)
when the REDISTRIBUTE directive is used[10].

To analytically evaluate the communication cost of the proposed algorithm, the General-purpose Dis-
tributed Memory (GDM) model[13, 20] is used. The GDM model captures the features of the message
passing systems and has been recently used to understand communication cost and scalability. This model
is simple and accurate when the number of processors is not large and the link and node contentions are
not high. To send data from one processor to another, the two processors first set up a communication
channel, and then send and receive the data. The overhead incurred for the initial set up is called start-up
time and the data transmission overhead is transfer time. Therefore, the communication time to perform a
data permutation is modeled as T, + Dry, where T} is start-up time, 74 is data transfer time per byte, and
D is the amount of data transferred from each processor in bytes. Similar models have been employed by
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Figure 2: An example of real-time STAP (a radar signal processing technique) software task pipeline



others[6, 9, 18]. :

In this paper, we develop a communication algorithm for M-to-N communication. In our approach, we
first divide M-to-N communication problem into two subproblems: (1) M 1-to-N/M personalized commu-
nication, and (2) N/M All-to-all communication among M processors. The intermediate destinations for
the data are deliberately determined so that the two subproblems are combined smoothly. Then, each sub-
problem is abstracted to a matrix transform problem to derive an efficient algorithm. For the abstraction,
destination processor table and circulant matriz form are used. In the abstracted problem, row circular-shift
and column circular-shift operations are used to represent the actual data movement.

The number of communication steps in the proposed communication algorithm is reduced to as small
as [lg([N/M] +1)] + [lsM] = lg(M + N)!.  The communication time of the proposed algorithm is
(Ng(N/M + 1)) +d+ [35] = 1)Ts + (N + Md/2+ ([M/24] = 1)2%)214, where d is degree of indirection and
x is the data block size in bytes.

Previously, some simple approaches have been proposed for the M-to-N communication problem: (i)
using MPI_All{o_all primitive [8], (ii) a serial algorithm, (iii) a simple parallel algorithm, and (iv) a simple
indirect algorithm. In the method using MPI_All_to_all primitive, all of the M + N processors are regarded
as a set of processors and MPI_All_to_all primitive is used. It is not efficient since it introduces extra data
communication. Even though only M source processors have to send data, N destination processors also
send dummy data. Other approaches are not efficient because (1) they do not minimize the startup cost,
and (2) they do not fully exploit the available network bandwidth.

The number of communication steps in a previous serial communication algorithm[5] was M N. The
proposed algorithm significantly reduces the number of communication steps. For example, if M = 16, N =
112, the number of communication steps is only T instead of 22 and 112 in the simple indirect algorithm and
in the simple parallel algorithm respectively.

Another advantage of our algorithm is that it can achieve high throughput performance. The proposed
algorithm consists of two stages, and after the first stage, the M source processors are free to processes other
tasks. However, if MPI_All_to_all communication primitive[§] is used, all the processors are busy during the
entire communication which can reduce the resulting throughput.

Implementation results of the MITRE benchmarks on HPC platforms using the proposed algorithm are
also shown. Our implementation using C and the Message Passing Interface(MPI) standard[16] is portable.
For the sake of comparison, the serial communication algorithm([5] was also implemented. The execution
times were measured using the MITRE real-time benchmark evaluation guidelines[7]. 1BM SP2 and Cray
T3D were compared using the implemented MITRE benchmarks. In general, SP2 showed large fluctuations
in execution time which is undesirable for real-time applications. Thus, Cray T3D showed higher performance
for real-time benchmarks. Also, our proposed algorithm results in: (1) reduction of the total communication
time, (2) reduction of the minimum number of processors needed to process a specific size data, and (3)
increase in the maximum input data size that can be processed.

The organization of this paper is as follows: In Section 2, the MITRE benchmarks are described briefly.
Section 3 describes the previous communication algorithms for M-to-N communication. In Section 4, we
discuss our approach and analyze the execution time of the proposed algorithm. Experimental results are
presented in Section 3.

2 MITRE Real-time HPC Benchmarks

The MITRE benchmarks[7] were designed to provide a methodology to assess the performance of HPC
platforms for real-time embedded applications. These use the design-to-speci fication methodology. In this
method, both the timing and the functional specifications are given. The minimum size of a machine that
can process the given problem is determined. In this section, the 2D Real-Time FFT and Corner Turn
Benchmarks are briefly described.

The input data for 2D real-time FFT operation are complex vectors of size n x n, where n is a
positive integer. The real-time FFT consists of two stages: Row FFT and Column FFT. In the first stage,

L All logarithms in this paper are to base 2.



I'FT operation is computed on each row of the input data which results in intermediate data. In the second
stage, the FI'T operation is computed on each column of intermediate data which results in the final output.

The timing specification consists of two cases as follows: (1) Period = latency = 1 second, and (2) Period
= 1 second, latency = no restriction.

The period is the time interval between successive input matrices to the machine. The latency is the
elapsed time between the data input to the machine and the corresponding output. For Case 1 and Case 2,
the minimum size of the machine in terms of the number of processing nodes is to be determined.

The corner turn operation is the transpose of a matrix distributed on more than one processor.
This consists of three stages: local data rearrangement, data redistribution, and unpacking of the received
messages. In the local data rearrangement, the data stored in row major order are rearranged by columns. In
the second stage (data redistribution), the data are communicated among the processors for data remapping.
In the third stage, in each destination processor, the received data are rearranged by columns.

3 Simple Communication Algorithms

In this section, several simple algorithms for M-to-N communication are discussed. In an M-to-N commu-
nication problem, there are M source processors and N destination processors. The M source processors
and N destination processors are distinct. Each of the M source processors partitions its data into N blocks
and sends a data block to a destination processor. Let 2 denote the amount of data in a block in bytes. Note
that the total data D = M Nwz. Let Py;,0 <i < M — 1, be the i*" source processor, P, 0<j<N-1,
be the j** destination processor. Also, let C(7,),0<i< M —1,0< j < N — 1, denote the data in the i**
source processor to be sent to the j** destination processor. In the following discussion, M is assumed to be
less than N. If M = N, the communication is similar to the All-to-all communication which is a special case
of the M-to-N communication. Note that if A > N, the communication can be performed by reversing the
roles of the senders and receivers of M < N case.

1. All_to_all communication primitive: The easiest way of performing M-to-N communication is
by using MPI_All_to_all communication primitive supplied by the MPI library[8]. The M + N processors are
regarded as a set of processors performing an All-to-all communication. Then, the MPI_All_to_all primitive
is used to distribute the data in the M processors. This method is easy to program. However, it incurs
extra communication time due to the transfer of the dummy data from the N processors (even though the N
processors have no data to send). Also, the resulting throughput is low because all of the M + N processors
take part in the communication during the entire communication phase. In the following simple algorithms
as well as in the proposed algorithm, only a subset of the processors is involved in the communication so
that others can perform useful computational tasks.

2. Serial Algorithm [5]: The algorithm consists of M N steps. In the s'" step ,0 < s < MN —1, source
processor Po |/N| sends data C(|s/M],s mod N) to the destination processor Py s mod N - The amount of
data transferred in each step is .

In the GDM model, this algorithm takes M N (T + x74) time to complete, where Ty is the startup time
and 74 the data transfer time per byte. The advantage of this algorithm is simplicity. The schedule is very
simple and there is very little overhead in implementing the algorithm. However, the communication time
for this algorithm is proportional to both M and N resulting in poor scalability. Also, most of the available
bandwidth of the system is not utilized.

3. Straightforward Parallel Algorithm: In this algorithm, the M source processors send their
data in parallel. In the s step ,0 < s < N — 1, the source processor Pp;,0 < < M —1, sends data
C(i,(i + s) mod N) to destination processor Py (its)mod N simultaneously. Thus, after N steps, all the
communication is accomplished. In each step, the communication time is x74. The total execution time
of the algorithm is N (7. + z74). The speed-up of the algorithm compared with the straightforward serial
algorithm is A/. However, the communication time is still proportional to N which results in poor scalability.

4. Simple Indirect Algorithm: In this algorithm, the N destination processors are partitioned into
[N/M] groups. The i*" group ,0 <i < [N/M] -1, is denoted G;. G; consists of M processors P j,iM <
j < (i+ 1)M — 1. For simplicity, we assume that N/M = w, where w is a positive integer. During the s**
step ,s=0,1,..., N/M — 1, the source processor P ;,0 <i< M —1,sends C(i,k),sM <k < (s+1)M -1,
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Figure 3: M-to-N communication problem represented using a dpt for M = 4 and N = 12. (Each square in
the diagram denotes an 2 byte data block.)
to Py ipsar- In the 5" step, the amount of data transferred from a source processor is 2 M. Therefore, the
communication time for each step is T, + Mx7y. Within each group, the processors need to exchange the
data. Therefore, the total communication time is ([N/M] + M — )T, + (M ([N/M] — 1)+ M — 1)74.
This algorithm has better performance than the serial and straightforward parallel algorithms. The
speedup is MN and N compared with the serial and straightforward parallel algorithm respectively, if
N > M. However, the proposed algorithm which is discussed in detail in the next section shows better
performance. Thus, the simple indirect algorithm is not implemented in our experimental evaluations.
However, a comparison of the simple indirect algorithm with the proposed algorithm is shown in Figure

14.

4 Proposed Algorithm

In this section, we show an efficient algorithm for M-to-N communication. In our algorithm, we assume
that M < N. Il M > N, then the communication can be performed by reversing the roles in the the
senders and receivers in the M < N case. Let w denote M/N. For simplicity, we assume that w is a positive
integer. In our approach, we first divide the M-to-N communication problem into two subproblems. The first
subproblem is a set of M 1-to-w personalized communication. By determining the intermediate destinations
for the data blocks deliberately, the second subproblem becomes a set of w All-to-all communication among
M processors. Then, each subproblem is abstracted to a matrix transform problem to derive an efficient
communication algorithm.

Communication between processors in a message passing system incurs cost. The cost involves software
cost for invocation of the send and receive system calls, buffer copy overheads, and time for data transmission
over the network. Data transfer costs contribute to most of the total communication time in case of large
arrays. Startup costs are dominant when the array size per node is small.

In our approach, node contention is eliminated by reorganizing the communication events. Startup cost
is reduced by reorganizing the communication pattern. The array elements are combined and transferred to
reduce the startup cost.

Our approach uses the notion of destination processor table and cireulant matriz form [12].

Definition: An [ x J destination processor table (dpt) is a table where the j**,0 < j < J — 1, column
consists of distinct indices of the destination processors of data items that processor p; has to send.
Definition: An M x M matrix M is a circulant matriz if m; ; = mo (i4jymoanr,0 < 4, < M —1. An
N x N matrix A is a generalized circulant matrix if (i) A" can be partitioned into n x n macroblocks each
of which size is N/n x N/n,1 < n < N, (ii) macroblock; ; = macroblocko (i+j)mod n: 0 < i,j <n-—1,and
(iii) each macroblock is in the circulant matrix form.

An example of a dpt and an example of an N X N circulant matriz are shown in Figures 3 and 4
respectively. The M-to-N communication problem can be divided into two subproblems as follows.

<
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Subproblem 1 (Stage 1): The destination processors are partitioned into M groups as in Figure 5. Let
P; denote the j**, 0 < i < M —1, source processor, and Pj,p denote the jt%,0 < i < N —1, destination
processor. it" (0 <i < M — 1, group (G1i) consists of the (w+1) processors Pparyi,0 < k < w. Each
source processor P;,0 < j < M — 1, distributes array elements that need to be sent to P, kM < [ <
(k+1)M — 1,1 <k < w, to Praryj. After Stage 1, the data to be sent to P, M < i < N — 1_, are
located in the M processors P, [i/M|M < j < |i/M + 1|M — 1. Thus, the next stage becomes a set
of w All-to-all communication among the M processors.

Subproblem 2 (Stage 2): In this stage, a new processor partition consisting of w groups is defined. Let
G'a; denote the i, 0 < i < w — 1, group. Gs; consists of Pj,(i+1)M < j < (i+2)M —1. In each

group, All-to-all communication among the M processors is performed.

The two subproblems are abstracted using a matrix notation and matrix operations. Any communication
problem can be regarded as transforming the initial dpt to another. In our abstraction, two types of eircular-
shifts are performed on a dpt: row circular-shift and column circular-shift. In a column (row) circular-
shift, elements in a column (row) are circular shifted. Thus, a column circular-shift corresponds to data
rearrangement within a processor, and a row circular-shift corresponds to interprocessor communication.

The Hybrid algorithm[12] is an efficient All-to-all communication algorithm when initial dp? is in circulant
matrix form. The Hybrid algorithm for All-to-all communication[12] is as follows.

Hybrid Algorithm [12]: If an M x M dpt is a circulant matrix, then the specified communication can
be performed in d + [2£] — 1 steps, where d,0 < d < lg M, is the degree of indirection. The degree of
indirection is the number of indirect communication steps in which data are sent to their final destinations
via intermediate processors. The remaining (lg M — d) steps are performed as direct communication steps in
which the data are directly sent to their final destinations. The total communication time is (d + [M/29] —
)T + (Md/2+ ([M/29] = 1)2D) 2.

If the above two subproblems can be represented in a circulant matrix form, then the M-to-N commu-
nication can be solved efficiently using the Hybrid algorithm. Theorem 1 shows that the two subproblems
can be represented in a circulant matrix form. In addition, in Theorem 2, we show how the Subproblem 1
can be further optimized. The complete M-to-N algorithm is shown in Corollary 1.

Theorem 1 The initial dpt in each stage of M -to-N communication can be represented in a circulant matriz
Sform.

Proof: (1) Stage 1: The initial N x N dpt of M-to-N communication is given by,

i : i>M and j<M-1
dpt; ; = A
{ ¢ : otherwise

where ¢ denotes an empty entry in the cell. An example of dpt is shown in Figure 6(a). Let a macroblock
denote each M x M portion of the dpt. Each macroblock is first transformed to a circulant matrix using
row circular-shifts as in Figure 6(b). The i**,0 < i < M/n — 1, column in each macroblock is up circular-
shifted by i rows. Then, the entire dp! is transformed into circulant matrix form as follows. The elements
dpt; j,i > M or j < M —1, are empty. Thus, we may insert any dummy data as in Figure 6 (¢). The dummy
data is for representation purpose only; it does not actually need to be sent. Thus, if we consider Figure 6
(c), then dpt is in circulant matrix form.

(2) Stage 2: After the construction of the initial dpt, the Hybrid algorithm is used. Figure 8 shows the
steps. After lg(w + 1) steps, the resulting dpt is as shown in Figure 9(d). Note that all the data to be sent
to processors in Ga;,0 < i < w— 1, are located in Ga;. Thus, the resulting dpt is the initial dpt for Stage 2.
Therefore, the initial dpt of Stage 2 is also in circulant matrix form. o

Note that the circulant matrix in Figure 7(¢) is simpler than the one in Figure 6(c) because ith 0<i<
N — 1, column is up circular-shifted by i rows. However, the data transfer time is longer than that using
the circulant matrix in Figure 6(c). The data transfer time in each step using the Hybrid algorithm when
d = lg(w + 1) is Nz74/2. Since there are lg(w + 1) steps, the total data transfer time is N7y lg(w + 1)/2.
In Theorem 2, we show that the data transfer time is reduced to Na7g using dpt in circulant matrix form



W10 X1yew jue[naain oy pdp [eryul Sunuiojsuely, 19 s

SHWS-1E[N2ILD) Moy oY (q)

EEED

Zlisl|rt

SlPLIET

SIGHAOTG N0 6d vd 4 9] s td td

T 1d od

PPOALIY Vv

eiee] Awungg Suruasug 2y (9)

AT
QAL 1
AANG ziisi[FI el
Llolglr {riletizl
| | eriEtizigl & ?|!l
SRENEE A |

1
o1
&
| _jeteli elfe
I P i
9
g
F
72

||| jreieErisijoris @ jx
||| JtEnehE 6 @ Lot
|| Ztisiipiien @ 110115

2
CLEL L
15T

Silrlceiat|i1iolis | @
Zljs )

|
ENCTEERA] [ g I
sidndadiig nidotd od o id o 54 vd od Td I od

RIEIE] 3
T=lwleln]wlo

3l

ilfi
t

(T1=N put p=N)
uonnguIsi(] TR eI (%)

ENEEED
| T
| i
feilzileilz
| [
Jatlatotor
1 6

= |wn|o|Nx
AR 1R
7 |n| o N
oW

SN OG T N0 6f 84 14 od Sd rd B T 0D o



Po Pi P2 Py Pa Ps Po P7 Px B9 PuoPu Pz P Pubis Po Pt Pz Py Pe Ps Po P1 Pr PoPioPr PrzPi PraPis

4
4] 5
4|5|6
404|414 4|5|6|17
5|5(55 5|6|7]8
sl6lsl6 é|7|8le
AEAEdE HEIEI
sl8ls|s 8| 9|01
[AEARAE 9 [10]11]12
10/10{10 10 10(11]12[13]
njnlnfn 1112[13[ 14
1212|1212 12|13)14]15
13(13[13)13 13| 14]18]
14| 14]14] 14 14|15
15|15(15/15 15

(a) Initial Data Distribution

(M=4 and N=12) (b) After Row Circular-shifts

Po Py P2 Py P4 Ps Pa P17 PR BOPoPI iz PaPiaPis
5|6|7|8|%[1011121314]15
6| 7|a|210[11]12 13 14|15
8l 9|10{111213 1415
8| 2|10[11(12|13]14| 13|
o100 11{12{13| 14 15
Q|10 11]12{13]14] 15|
o |10 11[1213]14[15
10[1112/13{14|15
gl1011|{12 131415
10/11]12|13 14/ 15
10[11(12{13[14]15
11|12{13]14) 15]
12|13]14]15
13| 14|15
14|15 4

ol N O | &
~

LA E-NETIES

Nt &

0| Ba| | O tn| &

al@m|N|on s

11
10,1112
1213
12,13 14

oo~ |en| s

Qllm (NSt &

CNETIEN
(o] =
IR EES
|~ o o b
=
=8

=

(¢) After Inserting Dummy Data

Figure T: Transforming initial dpf to a circulant matrix in the straightforward method



Po P P2 Py P4 Ps Pe Pr Py P ProPiPiz P PraPis Po P1 Pz Py P4 PSP P71 Px PaPpoPiPrz P Pubis

SRRARAL;

1]
4|5]6[7] —» |d|5]8]|7|
s5(el7]4] — [STElE 10
L2l KA1 — |&|7]4[5]
745 1| AMacroblock o [T TS T8
8|91l L
9 [10l11] 8 i
NI
1108|210
—
—
=i
1 —
(a) Initial Data Distribution (b) After Step 0
(M=4 and N=12) :
Po 1 P2 Py P4 Ps Ps P1 Ps PoPoPuPizPioPiePis
Pa Py PPy PaPs PePr Px PaPoPu PraPuPiebis
4(516|7 4]5]sl7] [a]eliof11 51
5|6|7|4 s5|al7z]a
6lz]4|5] s|714l5
714ls]6] | | 7|4]|5]8
alelio
o |10i11
10(11).8
1jale
]
(c) After Step 1 (d) After Removing Dummy Data

Figure 8: Communication steps in the Stage 1 using the Hybrid algorithm

10



as in Figure 6(c). Also, in Theorem 2, we show that index computation does not incur data movement in
intermediate processors. Index computation refers to the operation to compute the location of the data in
an array to be used for communication. I the data to be sent are not in consecutive locations, the data
must be compacted.

Theorem 2 The transform of inilial dpt in Slage 1 can be further optimized with respect to data transfer time
and index computation time. The data transfer time is reduced to Naty from Nzralg(w +1)/2. The indez
computation cost is one bilwise shift operation and does not incur local data movement in the processors.

Proof: (1) Data Transfer Time: In the Hybrid algorithm, the data transfer time in each step is Na7y/2.
Since there are lg(w + 1) steps, the total data transfer time is N—”ﬂ%-("’—"']l To optimize the data transfer
time, a “partition and shrink” operation is used after each communication step. Let z = 2[ls(w+1)1 Using
the Hybrid algorithm, the macroblocks are circular-shifted as follows. During s, s=0,1,..., [lg(w + 1)] -1,
communication step, macroblocks in the i* row, such that i mod 2/2° > z/s**+!, are right circular-shifted
by z/2°%1. The resulting dpt after the Step 0 is shown in Figure 9(b). After each row circular-shift, the dpt
1s partitioned into 4 subdpts as in Figure 9(c). The upper-right subdpt and lower-left subdpt contain dummy
data only. They are discarded. Then, the number of rows are reduced which results in less data transfer
time (see Figure 9(d)). After partitioning and removing the two subdpts, the remaining subdpts maintain
circulant matrix forms. Thus, in the next step, same procedure can be repeated.

The data transfer time in the first step is (w+1— z/2)Mz71,4. Then, in the s** step, s = 1,2, ..., [lg(w +
1)] — 1, the data transfer time is z/2°F! M a7y, Thus, the total data transfer time is

Nglw+1)]-1
Ty = Mzerg(w+1-2/2+ Z 2/2""']) = Mwzty = Naty.

=1

(2) Index Computation Cost: In each step, the first data element to be sent is [D/2] because an
intermediate processor always sends the second half of the received data, where D is the amount of data
in the processor. Thus, index computation can be performed using one bitwise right shift operation on the
index variable which points to the last data element in the data array.

Also, because the the second half of the received data are sent out, the data in an intermediate processor
need not be reorganized. Thus, data movement in a processor is not needed.

Note that if Figure 7 is used, index computation needs to incur actual data movement in each step in the
sender processors. This contributes high index computation time. Also, more data transfer time is required
because the number of rows is not reduced. (u]

The communication steps in Stage 2 are shown in Figure 10 and Figure 11 for d = 0 and d = IgM
respectively.

Corollary 1 M-to-N communication can be performed in ([lg(w+1)] +d+[M /241 = )T, + (N + Md/2+
([M/2%] = 1)2Y)274 communicalion lime.

Comparisons of the previous algorithms and the proposed algorithm are shown in Figure 12.

5 Experimental Results

The Real-time FFT and corner turn benchmarks were implemented on the IBM SP2 at the Maui High Perfor-
mance Computing Center (MHPCC) and on the Cray T3D at the Pittsburgh Supercomputing Center(PSC)
using our communication algorithm.

A comparison of the proposed algorithm and the simple algorithms are shown in Figure 13 (proposed
algorithm vs. the MPI_All_to_all primitive) and Figure 14 (proposed algorithm vs. the simple indirect algo-
rithm). These results show that the proposed algorithm has better performance than the simple algorithms.

For the sake of comparison, the FF'T and corner turn benchmarks were implemented using the previous
serial algorithm for M-to-N communication[5]. d = 0 was used in our algorithm implementation.
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Note: Input data of size 1K x 1K can not be processed using the previous
serial algorithm because (i) if the number of processors is small, the
data transfer time is longer than 1 second and (ii) if the number of
processors is increased, then the startup time becomes longer than
1 second.

Figure 15: FFT benchmark results

1. Real-Time 2D FFT Benchmark: The results of the 2D real-time F'FT experiments are shown in
Figure 15 (a) through (d). N/M = 3 was used in our experiments. The reason for using N/M =3 (instead
of N/M = 1) is that this implementation is to assess the performance of an M-to-N software task pipeline,
where the number of processors in each stage is different from the other stages.

The minimum numbers of processors required to process the FFT for various data sizes are shown in
Figure 15. The experiments were performed for two cases: (1) Case 1: latency = throughput = 1 sec, (2)



Case 2: throughput = 1 sec, latency = no constraint. The experimental results show that the proposed
algorithm required fewer processors than the previous serial algorithm when the data size was large. The
reduction in the number of processors was possible by reducing the number of communication startups.

Another advantage of our algorithm was that the maximum size of the input data that could be processed
was larger than that of the previous serial algorithm. The maximum input data size that could be processed
by our algorithm and the serial algorithm were 2K x 2K and 1K x 1K respectively, given that the total
number of processors (M + N) that could be allocated to a task was 128.

The results show that the required number of processors to perform real-time FFT on the SP2 was larger
than that on the T3D. The main reason was large fluctuation of the execution time on the SP2. Some of
the execution times on the SP2 are much longer than the average execution times for the same parameter
settings. Because of the large variation, there was a large difference between the performance determined
by using the longest execution time and that determined by using the average execution time. However, the
execution times on the T3D showed little fluctuation.

2. Corner Turn Benchmark: The experimental results for the corner turn operation are shown
in Figure 17. The data size was 1K x 1K in floating point format (4 bytes/data). N/M = 3 was used in
our experiments. The corner turn throughput/node and bandwidth utilization are shown in Figure 18 and
Figure 19 respectively. The maximum bandwidths of the SP2 and the T3D used in Figure 19 are from [14].

In TFigure 17, the communication time of the previous algorithm increases monotonically except when
the number of processors was 128 on the T3D. However, the communication time of the proposed algorithm
decreases as the number of the processors increases. The reason for the sudden reduction of communication
time when the number of processors is 128 on the T3D is being investigated.

In the proposed algorithm, there are two factors which affect the communication time. The first one is
increased communication startup time due to the increase in the number of communication steps. The other
one is reduced data transfer time from increased parallelism. As the number of source processors increases,
there is more available bandwidth which is exploited by the proposed algorithm. For the range of data sizes
considered in this study, the overall communication time continuously decreases as M increases. It is due to
the fact that the reduction in the communication time from increased parallelism was more significant than
the increase in the communication time due to the larger number of communication steps.

In the Corner Turn Behchmark, the SP2 and T3D showed mixed result. The T3D showed better perfor-
mance when the previous serial algorithm is used. However, the SP2 showed better performance when the
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Figure 16: FFT histograms
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Figure 18: Corner turn throughput/node (data size = 1K x 1K, N/M=3)

proposed algorithm is used. This is due to the smaller startup time on the T3D. Because the proposed algo-
rithm reduces the number of startups, the effect of the the reduced communication time on the performance
was more significant on the SP2.
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6 Conclusion

In this paper, we implemented real-time signal processing benchmarks on the SP2 and the T3D. For high
throughput implementation of the real-time benchmarks, we presented portable M-to-N communication
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Figure 20: Histograms of the corner turn benchmark implementation (Data size = 1K x 1K, Number of
processors = 16) .
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primitives.

Using our communication primitives, the number of communication steps was reduced to as small as
[lg(N/M +1)] + [lg M] ~ lg(M + N). The previous serial algorithm needed M N communication steps. By
using the proposed algorithm, the number of processors required to process 1K x 1K FFT was reduced by
33% on the SP2 and 40% on the T3D. For 1K x 1K corner turn, the communication time was reduced by
89% on the SP2 and 69% on the T3D when the number of processors was 64. By using our algorithm, the
maximum data size that can be processed is also increased. Using 128 processors, the maximum data size
that can processed by our algorithm was 2K x 2K and that by the previous serial algorithm was 1K x 1K.

Using the implemented benchmarks, we compared the performance of SP2 and T3D. In general, SP2
shows large fluctuations in execution time which is undesirable for real-time applications. Thus, T3D shows
higher performance for real-time benchmarks (using both the previous serial communication algorithm and
the proposed algorithm). We suspect that the fluctuation of the execution times was due to the lack of
gang-scheduling on SP2. Thus, we believe the execution times will have little fluctuation when SP2 employs
gang-scheduling, and the performance of real-time signal processing on SP2 will improve.

The proposed communication primitives can be used in applications that have heterogeneous character-
istics so that the computations can be partitioned into series of stages and each stage has different compu-
tational requirement. Typical examples of such applications are radar, SAR, automatic target recognition,
and vision problems.
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