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ABSTRACT

In sub-100nm technology, gate delay is affected by many
delay phenomena. Our objective is to develop an accurate
empirical gate delay model that captures these delay phe-
nomena. This model is more accurate than analytical models
since close form analytical gate delay models cannot achieve
high accuracy due to modeling complexity. This model is
also more useful than table lookup methods, since it make it
possible to identify at low complexity the worst case combi-
nations of arrival and required times for timing analysis. We
identify several phenomena which impact gate delay includ-
ing two new ones, quantify their importances, identify input
waveforms that capture these phenomena, and develop a
delay model for accurately predicting to-non-controlling
response. For simplicity, we show the version of the model
that captures the effect of a pair of input transitions and dem-
onstrate that it significantly improves accuracy over previous
models.

1. Introduction

Static timing analysis (STA) [1] is widely used for validat-
ing circuit performance. It computes min-max timing ranges
(also called timing windows) for rising and falling transitions
at each line in a circuit without explicitly considering any
vectors. The min-max delay at the primary outputs of a com-
binational block, hold/setup times of latches/flip-flops, and
the clock period are used to determine if a circuit has hold
time/setup time violations.

The accuracy of STA depends heavily on the delay model
used for each gate. Although SPICE-like models [2][3][4]
provide good timing accuracy, they can not be used in STA
because they require fully-specified input waveforms. Due to
the high complexity of using these models, it is impractical to
obtain the timing ranges for STA by using these models and
simulating all possible fully specified vectors.

Pin-to-pin delay models [5] are hence used for STA. One
main deficiency of pin-to-pin delay models is that near-
simultaneous switching delay [6][7] is not captured. Near-
simultaneous switching means that the transitions at a few
inputs of a gate occur at the same time or with skews close to
0. It is simplified as simultaneous switching in this paper.
Simultaneous to-controlling transitions at inputs of a primi-
tive gate decrease gate delay due to activation of multiple
charge/discharge paths [8). Simultaneous to-non-controlling

transitions at inputs of a primitive gate increase gate delay
due to short circuit current, Miller effect, and body effect.

A delay model capturing the simultaneous to-controlling
switching and also applicable to STA has been developed in
[8]. In this paper, we explore delay phenomena that impact
gate delay due to simultaneous to-non-controlling transitions
and develop a delay model for this situation.

2. Previous Delay Models

Simulators have been developed for digital circuits with
different accuracy/computation cost trade-offs. Timing simu-
lators [2][3] generate voltage waveforms more efficiently
(lower computation costs) than SPICE-like circuit simulators
[4], but are less accurate. Delay calculators are very efficient
in determining circuit delay and therefore become the domi-
nating tools for timing estimation and timing analysis.

Several approaches for modeling inverters exists, includ-
ing resistance-capacitance (RC) based systems (9], analyti-
cal delay function systems [10][11][12], and empirical delay
based systems that use lookup tables [13][14][15].

More complicated gates such as NAND/NOR structures
are difficult to model because of their multinodal circuitry
and multiple inputs. Two types of models for NAND/NOR
gates are based on analytical inverter models. The first
approach generalizes the inverter model to NAND/NOR
gates. Since the inverter model can not be directly extended
to consider simultaneous switching, these generalizations are
based on simple RC delay models [13][15][16], or capturing
only pin-to-pin delays [17][18].

In a second approach, a NAND/NOR gate is collapsed
into an equivalent inverter. Many approaches that handle
simultaneous switching [6][19][20][21] are based on this
inverter-collapsing method. These approaches focus on find-
ing the equivalent transistor widths and an equivalent input
waveform. Early approaches replaced n parallel and n serial
transistors of the same size by single transistors with widths n
and 1/n times of the original, respectively. Multiple transis-
tors in series are modeled as an inverter with a delay degrada-
tion factor [21]. In [6][19](20], the authors provided
enhanced models for collapsing serial transistors into a single
conducting transistor of appropriate width and an equivalent
input waveform.

Two empirical approaches for characterizing NAND/NOR
gates have been developed [8][22]. To make empirical char-
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acterization less complex, Chandramouli et al. [22] use
dimensional analysis to reduce the number of variables that
impact gate delay. Chen et al. [8] develop formulae for cap-
turing simultaneous to-controlling transitions, but not
simultaneous to-non-controlling transitions.

Among all the above approaches for NAND/NOR gates,
only [8] can be used in STA for large circuits. In the other
approaches it is too difficult to identify the combinations of
transition and arrival times at gate inputs that lead to
extreme values of timing ranges at gate outputs, unless all
possible pairs of vectors are simulated.

In this paper we develop a new empirical model that cap-
tures simultaneous to-non-controlling switching effects and
applicable to STA. Together with our work reported earlier
[8], this model can significantly improve the accuracy of
STA.

3. Notation
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FIGURE 1. An example of two-input NAND gate.

A NAND gate, with output Z and two inputs X and Y
(Figure 1), is used as an example to illustrate the definitions.
Here Z represents the gate output and also the gate. C is the
parasitic internal capacitance. Ny and Py represent the N

transistor and the P transistor driven by input X. The con-
trolling value of a multi-input gate Z, CV Z s the value

when applied to any of the gate’s inputs, completely deter-
mines the value at its output, independent of the values at its

other inputs. The non-controlling value of a gate Z, cv z
is the complement of its controlling value. The to-non-con-
trolling transition at an input of gate Z is denoted as a

sequence of values <CVZ. CVZs. 1t to-non-controlling
transitions occur at one or more inputs of a gate, and the
gate’s non-controlling value is applied to its remaining
inputs, then the transition at the gate output is called a to-
non-controlling response.

The transition time (T,) of a transition r, where tr €

{R, F}, at line X is the time required for a rising transition
(R) to go from 0.1V, to 0.9V, or from 0.9V, to 0.1V,

for a falling transition (F). The arrival time (AX,) of a
transition # at line X is the time when the voltage at the line
X reaches 0.5 V4. The skew (8%Y) between transitions at

lines X and Y is AY,,. - AX, . %Y > 0 means the transition
at Y arrives later than that at X (AY,,. > Ax,r). The to-non-

controlling gate delay d%, , defined as AZ,, - max(AX-,

AY;), is the gate delay of Z, where the output transition ir €
{R, F) is a to-non-controlling response and input transitions
1r are to-non-controlling transitions where R = Fand F=R.
The pin-to-pin delay from X to Z is the difference between
arrival times at Z and X when Y is steady at the non-con-

trolling value and a transition is applied at X.

4. Delay Phenomena

During to-non-controlling response, the output is dis-
charged/charged through the serial transistors. We first iden-
tify important delay phenomena and then study the
magnitude of their effect for characterization in our empiri-
cal model. There are at least five phenomena that influence
gate delay when simultaneous to-non-controlling transitions
occur, namely short circuit current, initial states of internal
capacitances, Miller effect, body effect, and charge sharing.
In addition, we have identified two new phenomena, called
stopping early discharge and impedance matching.

4.1 Short Circuit Current

Effects of the short circuit current on an inverter were
reported in [12][18]. Below we reveal how short circuit cur-
rent impacts simultaneous switching delay in a manner not
reported before.
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FIGURE 2. DC characteristics of a two-input NAND gate.

In Figure 2 we show the DC characteristics for the two-
input NAND gate shown in Figure 1, where we vary (1)
only the input voltage at X (Y is kept at logic 1), (2) only the
input voltage at Y (X is kept at logic 1), and (3) the voltages
at X and Y together.

The DC characteristics capture the voltage at gate output
when the parasitics and load achieve steady state. Thus,
when applying a rising transition at gate inputs, we observe
that in case (3), the output reaches 0.5V, for higher input
voltages (i.e., later in time, in dynamic characteristics) than
that for cases (1) and (2) (Vin=1.25 in case (3) vs. Vin=1.05
in case (1)). The main reason is that to pull down the output
voltage, the pull-down transistor(s) discharging the output
must also sink the current from the pull-up transistors that
are switching off. In case (3), the transistor Py as well as Py
contribute to short circuit current, while in the two other
cases, only one of these two transistors does.
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From static characteristics in Figure 2, we observe that
the voltage at the gate output starts to decrease when the
transistor(s) that charge the gate output are weaker than the
transistors that discharge. During the period when both P
and N transistors are on, there is a short circuit current. In
case (3), the peak short circuit current will be larger than
that in cases (1) and (2). Short circuit current is of concern
in low power designs. Here we use the same phenomena to
explain the increase in delay during simultaneous switching.

4.2 Initial States of Internal Capacitances

The impact of the initial state of internal capacitances on
delay was illustrated in [7]). When we apply a rising step
waveform to both inputs of the gate in Figure 1, different
initial states of the internal capacitances cause gate delay to
vary by 7% (Table 1). The reason is that to discharge the
output, internal capacitances between the simultaneous tran-
sitions also need to be discharged.

TABLE 1. Delay of multiple-to-non-controlling transitions
without/with internal capacitance pre-charged.

Internal
capacitance C X Y Z | Delay | Ratio

If pre-discharged [ 0T [0—-1 ] 10| 84.3 | 1.00
If pre-charged | 0—1 | 0—1 | 1-0| 90.3 | 1.07

4.3 Stopping Early Discharge

Gate delay two
possibilities

Input transition time

FIGURE 3. The general shapes of pin-to-pin gate delay as a
function of input transition time.

1t has been shown in [8] that pin-to-pin gate delay, as a
function of input transition time (see Figure 3), may be
either (1) monotonically increasing or (2) bi-tonic (mono-
tonically increasing and then monotonically decreasing). In
case (2), this bi-tonicity is due to the fact that a transition at
an input starts to pull up (down) the output voltage before
the modeled arrival time of the input transition, i.e., the time
when the corresponding voltage reaches 0.5V yq. The effec-

tive Bn/Bp ratio determines which shape this delay function
takes. Case (1) can be treated as a special case of (2) where
the curve’s peak occurs when the input transition time is
very large. Case (2) occurs for the output falling delay of the
two-input NAND gate shown in Figure 1.

In Figure 4 we show the skew vs. delay relation for a
fixed value of Ty (400ps) and two different Tx (280 and
600ps), and where the internal capacitance is pre-dis-
charged. (These two Ty values are selected because this
cause the same pin-to-pin delay from X to Z, as shown in
Figure 5.) The two curves in Figure 4 show identical delays

when the skew is large (i.e. have the same pin-to-pin delay),
but the delay difference is as high as 38.9% (skew = 60ps)
when the skew is small, and 22.8% when the skew is 0.

The main reason for this difference in delay is due to a
new phenomena that we call stopping of early discharge. In
the case where only input X has a transition and Ty = 600,
the output starts discharging before input X reaches 0.5V .

Interestingly, the output starts to discharge earlier for case
Ty = 600 compared to case with Ty = 280. (By our defini-

tion, for Ty values of 600 and 280, the transition at input X
starts at 300 and 140 before Ay, respectively.) But when
both inputs have transitions, the output will not be dis-
charged until both Ny and Ny are on. This phenomena
delays the time when discharging starts, and hence causes
more delay increase for the Ty = 600 case since it relies
more on early discharge than the Ty = 280 case.

150 . Minimal pin-to-pin

gate delay = 67ps
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FIGURE 4. Two simultaneous switching with a fixed Ty.

In general, stopping early discharge occurs when both of
the following two conditions hold: (1) pin-to-pin delay is bi-
tonic with respect to input transition time; (2) simultaneous
to-non-controlling transitions occur at the inputs of a gate.

4.4 Impedance Matching

The pin-to-pin delay for output falling of the two-input
NAND gate in Figure 1 is shown in Figure 5. Because of the
initial state of the internal capacitance, when the input tran-
sition time is small, the pin-to-pin delay from X is smaller
than that from Y. If the input transition time is larger, we
have the opposite result. For an input transition time of
700ps, in Figure 6 we show the voltages at the gate input,
the gate output, and the internal node C for the two cases
where the input transition is at X and Y, respectively. The
most significant difference between these two plots is the
initial voltage at node C. In Figure 6 (a) where the input
transition is at X, V¢ is initially 0 and remains close to 0 and
therefore limits the current flowing through Ny. In Figure 6
(b), Ve is initially Vgq - Vi = 2.1Volt. The average value of
V¢ is higher than before, hence Ny sinks more current.
More precisely, during the switching of X, Ny is always in
the linear region, where Iy, the current flows though Ny is
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proportional to VY*VC-VCZ. In Figure 6 (a) as V¢
approaches 0, so does Iy. In contrast, in Figure 6 (b), V¢ as
well as Iy are large. Thus the delay in Figure 6 (a) is longer,
even if less charge needs to be discharged.
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FIGURE 5. Pin-to-pin delay of a two-input NAND.
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FIGURE 6. Single input transition response of a two-input

NAND gate for the transition (a) at X and (b) at
Y, where input transition time is 700ps.

For the case shown in Figure 6 (b), after Ny starts to con-
duct, V¢ tends to stay at a value that is close to balance the
current flow through Ny and Ny, i.e. the impedances of Ny
and Ny are somewhat matched, such that more current

flows through the series chain, and therefore decreases the
gate delay.

Hence, depending on the input transition time, a pre-
charged internal capacitance may lead to higher or lower
delay due to impedance matching.

4.5 Miller Effect

Parasitic capacitances exist between different terminals
of a transistor [19]. Parasitic capacitances between gate and
drain, and between gate and source are shown for Ny and

Ny in Figure 7. When gate inputs switch to 1, charge is

transferred from the corresponding gate inputs to the gate
output and the internal capacitance. Such charge transfer
slows down the output transition, since the additional
charge must also be discharged.

FIGURE 7. Charge transferred through parasitic
capacitances due to Miller effect.

4.6 Body Effect

Body effect increases the gate delay when the voltage
between source and bulk of a transistor (Vgg) is greater than

0[23]. In Figure 7, inputs X and Y have simultaneous rising
transitions. If the internal capacitance is pre-charged to 1,
then V¢, the voltage of the source of transistor Ny, is

greater than 0. The threshold voltage of Ny increases when
Vgp > 0. This phenomenon adds to the delay of the gate
with respect to the time when the transition at X begins.

4.7 Charge Sharing

Consider the four-input NAND gate shown in Figure 8
where all internal capacitance Cy, C;, and C,, are of equal
size. When the gate output stays at 1 (controlled response),
the internal capacitances may be charged to some intermedi-
ate voltages between 0 and Vy44-Vy;, (represented simply as 1

in Figure 8), depending on the sequence of values at the
inputs.

However, the following rules govern the voltages of
internal nodes: (1) The capacitances above the topmost off
transistor are pre-charged. The capacitances below the low-
est off transistor are pre-discharged. (2) All internal capaci-
tances can only have a voltage between 0 and Vy4-Vy, . (3)
An internal capacitance will have a voltage that is higher or
equal to that of a capacitance at a lower position.

Hence right before all inputs becomes 1 (and therefore
the output switches to 0), the states of internal capacitances
may have many possible values, and therefore impact the
gate delay.

4.8 An Example

An example showing the impact of these effects on the
simultaneous to-non-controlling transitions for gate delay of
the two-input NAND gate in Figure 1 is illustrated in Figure
9. Here input skew and the initial state of the internal capac-
itance are varied, while fixed and identical transition times
used at both inputs.
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FIGURE 8. Charge sharing at a four-input NAND gate.
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FIGURE 9. Skew-delay relation for to-non-controlling
response at a two-input NAND gate where both
inputs have equal transition time.

When the absolute value of skew is large, one transition
occurs much later than the other. Then the delay is the same
as the pin-to-pin delay, since the early transition does not
affect the gate delay. So the delay for skew = -500 and
500ps are identical to pin-to-pin delays from X and Y,
respectively. The two curves merge when skew = 500ps,
since there is sufficient time to charge the internal capaci-
tance to Vgq-Vy, even if it was pre-discharged. In other
words, the initial state of the internal capacitance does not
matter. The difference of the pin-to-pin delays to Z from X
and Y is caused mainly by the states of the internal capaci-
tance (discharged for pin-to-pin delay from X and charged
for that from Y). It is also slightly impacted by Miller effect
and body effect.

When the skew is 0, the delay is greater than each of the
two pin-to-pin delays, primary due to the higher short cir-
cuit current. In Figure 9, the minimum delay for positive
skew occurs when the internal capacitance is pre-discharged
and the skew is 125ps. The internal capacitance is partially
charged after Ny turns on. Hence, when Ny turns on, the

two transistors have better matched impedances and the
delay is reduced. Just to the left of the minimum delay
point, the delay increases due to higher short circuit current.
Just to the right of this point, the delay increases due to
increased internal capacitance charge. For the pre-charged
case, the internal capacitance is already completely charged
and so cannot accept any more charge. So the curve is
smooth and no impedance matching effect occurs.

5. Impacts of Delay Phenomena

We explore the delay effect of each phenomenon based
on a minimum-size two-input NAND gate with a minimum
load. For each experiment, we eliminate the impact of one
phenomenon by modifying the circuit, when necessary. We
then apply various input transition times (slews) and skews
over realistic ranges to cover all possible cases, and observe
the delay difference caused by each phenomenon.

To remove the effect of the short circuit current, we dis-
connected the P transistors from the output, and pre-charge
the internal capacitances, so the N transistors only discharge
the load and the internal capacitances. To eliminate Miller
effect, we implemented a version of SPICE level 1 model
with no coupling capacitances between terminals of a tran-
sistor. To eliminate the body effect, we connected the sub-
strate terminal of the top N transistor (Nx) to the source of

the same transistor, making Vgg = 0.
TABLE 2. Magnitude variation of delay phenomena at a

two-input NAND gate.
Delay difference %
Delay phenomenon Ave | Min | Max
Short circuit current 83271 27 | 230

Initial states of internal capaci- | 12.4 | -29 | 24
tances (pin-to-pin delay)

Impedance matching (in simulta-| 9 35 14
neous switching with skew)

Miller effect 73.8 | 394 | 181
Body effect 7 4 9.5

The results are shown in Table 2. Stopping early dis-
charge is not listed because we were not able to eliminate
only this effect. This gate has only one internal capacitance
hence there is no charge sharing. When we pre-charge the
internal capacitance, the delay may increase (+24%) or
decrease (-29%) compared to the pre-discharged case. (Any
decrease is caused due to impedance matching.) The aver-
age delay differences are computed based on absolute val-
ues of delay differences.

From Table 2, we conclude that the effect of short circuit
current, Miller effect, and the initial state of internal capaci-
tances are very significant. This shows that inverter-collaps-
ing based models [6][19][20] that ignore the internal
capacitances will result in significant errors for some com-
binations of input transition times and skews.

6. Identifying Input Waveforms That Capture
the Delay Phenomena

The advantage of empirical models is that the delay
effect of each phenomenon does not need to be considered

separately and then combined together. For any given input
waveform, the simulator takes care of all relevant effects.
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However, developers need to identify and simulate the cases
where each targeted delay phenomenon is excited, to ensure
that its effects are captured. A simulation scenario is charac-
terized by the vectors, transition times, skews, initial states
of internal capacitances, and so on.

Short circuit current occurs when both P and N transis-
tors are on during input switching. Its delay effect for a sin-
gle input transition can be easily captured, since only one
input variable (input slew) needs to be varied. In contrast, it
is difficult to accurately capture the short circuit current
effect due to simultaneous switching of multiple inputs.
Stopping early discharge also occurs during simultaneous
switching. To capture the effects of initial states of internal
capacitances, we pre-charge/discharge internal capacitances
to different possible values during characterization. Imped-
ance matching is also captured in the same way. The Miller
effect is partially excited when simultaneous transitions are
applied to capture effects of short circuit current. Transi-
tions that occur much earlier than the final simultaneous
transitions also excite the Miller effect. Body effect is posi-
tively correlated to “states of internal capacitances”. Hence,
no extra requirement is enforced on gate inputs to excite this
effect. The internal capacitances need to be characterized
for a larger number of distinct initial voltages for consider-
ing charge sharing.

TABLE 3. Capturing delay phenomena in empirical models.

Delay phenomenon| Methods to capture its effects

Short circuit current |Simultaneous switching

Initial states of inter- | Pre-charge/discharge internal capaci-
nal capacitances tances

Stopping early dis- |Simultaneous switching

charge

Impedance match- |Pre-charge/discharge internal capaci-
ing tances to different possible values
Miller effect Simultaneous switching and effects

of early transitions

Body effect State of internal capacitances

Charge sharing Pre-charge/discharge internal capaci-

tances to different possible values

The requirements of exciting the seven proposed delay
phenomena by input waveform discussed above are summa-
rized in Table 3. Note that the waveforms used to capture all
phenomena must only cover a range of simultaneous switch-
ing (slews and skews), state of internal capacitances, as
well as early transitions that are not a part of simultaneous
switching. By capturing the first two of these three situa-
tions, almost all effects of the seven delay phenomena are
captured. What is missed is the Miller effect related to
charge injected by early transitions.

7. Modeling Two-Input Gates

The accuracy of simulation results can be greatly
improved by enhancing the most frequently encountered
cases. The most frequently used case, pin-to-pin propaga-
tion, is already well taken care in the traditional pin-to-pin
model. Taking advantage of the observation that two simul-
taneous transitions occur much more often than three or
four, we propose to enhance modeling accuracy by improv-
ing how two simultaneous transitions are processed. Thus
our new model will capture all delay effects due to states of
internal capacitances and the last two simultaneous transi-
tions.

We first consider only two-input NAND gates and then
generalize it. We will only characterize the cases where the
initial state of each internal capacitance is either fully
charged or fully discharged. An initial state at a different
intermediate voltages caused by charge sharing will be cov-
ered in Section 8. All discussion below is based on NAND
gates. NOR gates can be studied as duals of NAND gates.

7.1 Timing Functions (for a Two-input NAND)

During test generation, all circuit parameters (e.g., device
sizes and loads) remain fixed. In contrast, timing parameters
(e.g., arrival times, transition times) may change from vec-
tor to vector. Hence, the delay and transition times for a
two-input NAND gate need to be represented as functions
of timing variables.

Given the arrival times and transition times of transitions
at a gate’s inputs and the initial states of internal capaci-
tances, we compute gate delays and output transition times.
The output arrival time of a gate is computed using the
input arrival times and appropriate gate delays.

Consider only the cases where all inputs of a gate have
either non-controlling values or transitions to the same
value as in [8] and each internal capacitance is fully charged
or discharged. We use C to represent the number of internal
capacitances which are pre-charged to Vg4 - V. The gate
delay and output transition time of a two-input NAND gate
is represented by the following timing functions (Figure
10): (a) a rise delay function for two simultaneous input
transitions, dZR(TXF ; TYF 5 SX’Y); and (b) a rise transition
time function for two simultaneous input transitions,
t2R(TXg, TYg, 8%Y); (c) a fall delay function for two
simultaneous input transitions, dZF(TXR g TYR B L
and (d) a fall transition time function for two simultaneous
input transitions, t“x(TXg , TYR , 8%Y ., C).

7.2 Trends with Respect to Single Variables

We will adopt the rise delay and transition functions from
[8] and develop new functions for fall delay and transition
time. In the following, unless otherwise specified the direc-
tion of input transitions will be to-non-controlling, i.e. rising
for NAND gates and falling for NOR gates. The relations
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FIGURE 10. (a) Rise delay function and (b) fall delay
function.

between output variables and each input variable for the
new functions at a two-input NAND gate (Figure 1) are fur-
ther detailed in Figure 11.
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FIGURE 11. Fall timing functions vs. input variables.

Although pin-to-pin delay is either monotonic or bi-
tonic, the output transition time always increases as input
transition time increases (Figure 11.(b)). An example of
Figure 11.(c) has been discussed in Section 4.8, the maxi-

mal delay always occurs at 8%Y = 0. The minimal delay
always occurs at the side (left for negative skew and right
for positive skew) where the transition at an input closer to
the output leads the other transition. In Figure 11.(d), for
both pre-charged and pre-discharged cases, the output tran-
sition time is not impacted significantly by simultaneous
switching and can be easily approximated by three piece-
wise linear segments.

7.3 Finding Empirical Formulae

We capture the skew-delay relation in Figure 11.(c) using
two separate three/four point approximations for pre-
charged/pre-discharged cases, respectively. The formulae
for four point approximation (Figure 12) are listed below.
S0=0
DO(TXg, T¥R) = Kjo*(TXR)? + Ky *(TYR)% K 2* TR + Ky3* TV + Kig
DITXR) = Kpg*(TXp)? + Ky *Tg + Kyy
SITXR, T'R) = Kyo*(TYR) + Kay *T¥g+ Kap* TVg + K3

Here K, is a constant obtained from empirical results.
Formulae for S2 and S3 are similar to that for S1. D2 is sim-

(50,D0)
(S1,D1)

2) ¥(S3,D3)
0 8X,Y
FIGURE 12. Four point piecewise linear approximation for
skew-delay relation when the internal capacitance
is pre-discharged.
ilar to D1. D3 is similar to DO. The set of scenarios identi-
fied in Section 6 are simulated using SPICE. Then classical
curve fitting approaches are used to compute all coefficients
in these formulae. The three point approximation for skew-
transition time relation in Figure 11 is similar.

8. Extension to Obtain a General Model

We have developed a delay model considering simulta-
neous switching for a two-input gate with fixed load. Next
we extend this model to cover general cases using the fol-
lowing steps: (1) Capture two simultaneous transitions in
simple gates with more than two inputs. (2) Capture the
delay for larger numbers of simultaneous transitions using
upper and lower bounds. (3) Capture charge sharing by
upper and lower bounds. (4) Capture the impact of Miller
effects caused by earlier transitions. (5) Capture the effect of
load. (6) Finally, we automate the process of generating this
delay model.

8.1 Simple Gates with More than Two Inputs

When characterizing simple gates with more than two
inputs, we assume that simultaneous transitions may occur
at any two gate inputs and perform the same characteriza-
tion as Section 7 for every pair of inputs. For example, for a
four-input NAND gate, the number of input pairs to be char-
acterized is C(4,2)=6.

8.2 More Simultaneous Transitions

Considering three simultaneous to-non-controlling tran-
sitions at the inputs of a simple gate, the effect of latest two
transitions can be well captured since they are characterized
directly. The third latest transition will not occur earlier than
the second latest transition. So the latest time that it may
occur is the same as that of second latest transition (skew
between these two transitions is 0). Adding the third latest
transition, the gate delay can be upper bounded by either (1)
the third latest transition occurs at the same time with the
second latest transition which excites stronger short circuit
current effect and Miller effect, or (2) the third transition
occurs much earlier (this case may be the same as one where
only the last two transitions occur) that helps charge up the
internal capacitances and causes longer delay.

Similarly, the minimal gate delay may occur when (1)
only the last two transitions impact the gate delay, or (2) the
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third latest transition partially charges up the internal capac-
itances, and so forms a good impedance match and therefore
reduces the gate delay.

In case (1) where the third last transition does not induce
impedance match, since the third transition will not
decrease the gate delay, so the gate delay is lower bounded
by the delay caused by only the last two transitions

For case (2), as mentioned in Section 4.8, impedance
match does not occur when all internal capacitances are pre-
charged. The most significant impedance match occurs
when the internal capacitances are fully pre-discharged and
the third latest transition is at the top of the serial transistors.
In such cases, the internal capacitances will be partially
charged up before the last two transitions occur. For a four-
input NAND gate with all three internal capacitances pre-
discharged, the impedance match may cause up to 40%
delay reduction over the delay caused by the last two simul-
taneous transitions. When the number of pre-discharged
internal capacitances is reduced to two, this reduction
caused by impedance match becomes no more than 5%.
When the third latest transition reduces the gate delay, we
bound the worst minimal delay by n% reduction of the delay
of last two simultaneous transitions, where n may be differ-
ent for each case in the classification.

Consider a three-input NAND gate with output Z and
inputs X, Y, W. Assume that all three inputs have simulta-
neous to-non-controlling transitions and W has the earliest
transition and has the least impact on the gate delay. Using
the above approximation, we reduce the variables of the

characterization from six variables (TX, TY, TV, §%Y, §%.W,

C) to five variables (TX, TY, TV, §%Y, C) since variable

%W is not required for our computation of upper and lower

bounds. (Recall that lower bound is ¢ assignin

QM he best impedance match and -oo. r bound i

computed by assigning W o5 min(&XX,_SX‘X) and -090),
We further replace the five-variable characterization to two

four-variable characterizations - (TX, TY, TY, %Y, C) and
(T%, TZ, TZ, 8%, C) by using either TY or TZ to replace the
other, and use the larger and smaller of the two to compute
upper and lower bounds, respectively. Similarly, this
method can be used to reduce the characterization to four
variables for more simultaneous transitions.

8.3 Charge Sharing

An example illustrating the delay effect of charge sharing
at a four-input NAND gate (Figure 8) is shown in Figure 13.
Here two transitions with the same transition time are
applied to the top and bottom transistors of a four-input
NAND gate with a fixed skew. We vary the input transition
time and measure the delay for the four cases - the voltages
of all internal capacitances are (Vy4-Vy,) multiplied by 0/3,

1/3, 2/3, and 3/3 respectively.

120 i T i o
e —

Delay (ps)
3

LS IR -]
=N =N

0 100 200 300 400 500 600 700 8CO SCO

p—T 7\ T
Y 33 o (PS)

FIGURE 13. Effect of charge-sharing on gate delay
(TIN0=TIN39 skew = 300[)8).

Charge sharing causes the voltages of internal capaci-
tances to some intermediate voltages (1/3 and 2/3 in Figure
13), the gate delay can be bounded by the two cases where
the internal capacitances involved in charge sharing are
fully charged (3/3) and fully discharged (0/3). The observa-
tion is true in general and has been validated for different
input transition times, skews, and number of internal capac-
itances involved. This is true because impedance matchi
whi u he cases with more charge to have shorter
delay. never occurs here. So the delay increases monotoni-
cally as the charge at internal capacitances increases.

For each charge sharing case in Figure 13, we compute
the Vg of each transistor in Table 4. If the same transition
is applied at all inputs of a gate, effect of impedance match
is expected to be strongest if each Vg is around 0.25*%V 4.

In contrast, in all these four cases, the Vg of two middle

transistors are 0. This limits the current flowing through
these two transistors and therefore leads to a poor imped-
ance match.

TABLE 4. Vg value of each serial transistor in each

charge sharing case.
Voltages at the three internal
Transistor capacitances
input name 0 13 2/3 33
INO Vaa | 2/3Vaq | 13V 0
IN1 0 0 0 0
IN2 0 0 0 0
IN3 0 13Vyq [ 213Vaa | Vaa

Our characterization will cover all the possible cases
where each internal capacitance is either fully charged or
fully discharged. So the cases that provide upper/lower
bounds for charge sharing are covered.

8.4 Capture Early Transitions

As mentioned in Table 3, to capture Miller effect, we
need to capture not only simultaneous switching but also the
early transitions that do not participate in simultaneous
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switching. Below we call the position of the transistor
where a transition is applied as the position of the transition.

Early transitions which do not participate in the final
simultaneous switching may inject extra charge to internal
capacitances. However in most cases, its impact on the gate
delay is insignificant. (1) When the early transition is above
all final transitions or below all transitions, the injected
charges do not change the voltages of internal capacitances.
(2) When the internal capacitances are fully pre-charged, the
amount of injection is very small because it is difficult to
inject charge to a fully charged capacitances (only 1.5% dif-
ference according to our experiments). In contrast, when
internal capacitances are pre-discharged and the position of
the early transition is in between two final transitions, the
effect of early injection is most significant. (3) However,
even in this case, if the final transition closest to ground
arrives earlier than the other final transitions, the charge
injected by early transitions may be removed before all the
transistors in series conduct. So the early charge does not
impact the gate delay.

We measure the delay effect of early transition at various
input corners of a 3-input NAND gate. The most significant
extra delay is 16ps. We add this extra delay to upper bound
the delay only for the cases when the early transitions can
impact the gate delay, as identified above.

8.5 Capture the Effect of Load

By our characterization, the magnitude of increased
delay caused by extra load is quite regular, and can be sim-
ply captured by adding a degree 2 polynomial function of
load into the model proposed in Section 7.

8.6 Characterization Effort

We automate the process for cell characterization as
shown in Figure 14. The characterization has four portions:
characterizing pin-to-pin delay, delay for two simultaneous
transitions, delay for more than two simultaneous transition,
and load respectively. We will use a 4-input NAND gate to
illustrate the characterization effort. The time for character-
izing pin-to-pin delay and load is ignorable compared to the
time for characterizing simuitaneous switching.

For characterizing two simultaneous transitions proposed
in Section 7 for a two-input NAND gate, we perform the
characterization for 6 pairs of inputs (pick any two out of
four inputs) with 4 different transition times for each input
and 200 skew values. The internal capacitance between
these two inputs may be initialized as pre-charged or pre-
discharged. In total 38400 (6*4*4*200*2) simulations are
performed which take 7 hours on a SUN Ultra SPARC III
750MHz machine.

For characterizing three simultaneous transitions pro-
posed in Section 8, with the same numbers of input transi-
tion time and skew as above, there are 12 input

[Simulate test circuits to find min/maxfypical transition time |

Pinto-pin delay 2 simuftaneous > 2 simultanecys Load
chatacterizatio transitipns with skew \transitibns with Skew a

| Create tbe required simulations for characterization |
1 2
| Crefte SPICE file & run SPICE sim{ilation |
L 3
Get data points for piecewise A: d thef
linear approximation on effect 0
simulation results extra
I Find offset for [ 10aq on
Collect data for each upperflower ||l yojay &
output v‘ariable bounds transition
[Perform curvp fitting for each output variablef time
R ¥ L
| Convert data into C procedurés |

FIGURE 14. Flow chart of cell characterization automation.

combinations to be characterized (4 possible positions for
latest transition and 3 possibilities to pick two from the rest
three inputs). There are three different initial states of the
internal capacitances. (All capacitances above and below
transistor X, Y, and W are pre-charged and pre-discharged
respectively.) The number of simulation will be 115200
(12*4*4*200*3). Similarly characterizing four simulta-
neous transitions takes 51200 (4*4*4*200*4) simulations.

To reduce the run time, the number of characterized
skews can be reduced with the price of accuracy. Since
approximation is also used during curve-fitting for data
points in Section 7.3. We expect to see very little accuracy
loss when reducing the number of characterized skews.

9. Timing Analysis

Static timing analysis provides min-max timing ranges
for each line in a circuit for both rising and falling transi-
tions. The ranges represent bounds on minimum and maxi-
mum delay values over all possible pairs of vectors. In
timing analysis (Figure 15) arrival times (A) and transition
times (T) at a gate’s output are calculated based on these
values at gate inputs. These values are computed via a for-
ward traversal starting at the primary inputs. Similarly, the
required times (Q) are computed via a backward traversal
starting at primary outputs. If the arrival time range does not
overlap with the required time range for the rising/falling
transitions at a line, then the given timing requirements can-
not be satisfied and a delay error is found. Delay transfer
functions for forward and backward calculations in timing
analysis are defined for the proposed model. The min-max
ranges in the proposed timing analysis are due to the
unspecified input values, pulses, as well as approximations
that ignore data dependencies caused by fanouts and recon-
verges. Since current delay model handles only transitions
in the same direction at the inputs of each gate, pulses are
ignored.

9.1 Timing Information
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— Calculate required times

FIGURE 15. Overall structure of timing analysis.

In our min-max range representation, the timing win-
dows in [8] are used (Figure 16). The earliest/latest arrival
times and the shortest/longest transition times of rise/fall
transitions are recorded for calculating the timing informa-
tion for the next stage. The smallest (largest) arrival time of

falling (rising) transition on line X is represented as AXF,S
(AXR ,L)- Transition and required times are represented sim-
ilarly.

¢ Arrival time (A) and transition time (T) -- Rise/Fall Smallest/Largest
o Required time (Q) for timing analysis-- Rise/Fall Smallest/Largest

D } (I} Line X 'Q |
AxF.S :er.S " i

T A%
FIGURE 16. Timing information used in our method.
9.2 Static Timing Analysis
9.2.1 Two-Input Gate

L

FIGURE 17. Possible input combinations for output rising
transition.

Given the arrival and transition times at a gate’s inputs,
we calculate the corresponding quantities for the gate’s out-
puts. The relations between output variables and input vari-
ables in Section7.2 help identify the input A/T
combinations that possibly induce worst case values on the
quantities computed for the outputs. Assuming that the ini-
tial state of the internal capacitance is not known. A/T cal-
culations for an output falling transition (Figure 17) using
our new delay model is shown and explained below.

AZgg = min [A%p g + min (dZXp(TXg g), a2 X(TXz D}, m
AYg s+ min {dZYK(TYR o), dBYR(TYR ),
max {Ast , AYR's}
i Z X Y Y X =
B'Y':l?s,l,} {d“p(T RP , T Ry» A'Rs-A"Rs,C=0)}].
AZF.L = max [AxR‘L » AYR_L} +
max dz TX R TY , Y . aX ,C= .
Byels. L'mx]‘ F(T R g T Ry, AR L ARy » C=1)}1.(2)
TR max+ if T¥Rmax € (TRss TR L)
where TXg ={ TXps  elseif AZXp(TXp o) > dZXp(TXp  );
TXR,L, otherwise.

Here, TXR,max is the value of TXR that maximizes
dZ'xF(TxR). TYR ;max 15 defined similarly. The transition
time can be computed as
T2s = min (X (TR o), 2 YR(TYR 9)}- 3)
T2y = max {5 Xp(T¥g ), t5 YR(TYR D). O]

For an output falling transition to arrive as early as possi-
ble (Equation (1)), we prefer the internal capacitance to be
pre-discharged, since the delay in this case will never be
larger than that when the internal capacitance is pre-charged
(Figure 11.(c)). We also prefer to have a transition only at
one input, since multiple transitions usually increase the
gate delay. One exception occurs when the internal capaci-
tance is pre-discharged and these two transition have a tran-
sition time/skew pairs which decrease the gate delay (e.g.
neighborhood of (S3, D3) in Figure 12). Note that we will
never prefer to increase input arrival time to decrease skew
and therefore decrease gate delay. The reason is that for all
skew-delay curves, if we move the skew value 1 unit closer
to the minimum delay point (e.g. move from (S1, D1) to
(S3, D3) in Figure 12), the delay will never decrease more
than 1 (i.e. the slope of each line segment (e.g. (S1, D1) to
(S3, D3)) is between -1 and 1). Recall that the output arrival
time for simultaneous to-non-controlling transitions is com-
puted by the latest input arrival time plus the gate delay. So
if we move the latest input transition one unit later (use
Ag s+1 instead of Ag g) to reduce gate delay, the gate delay

will be reduced by less than one unit, then the output arrival
time will be increase and therefore violate our purpose to
decrease output arrival time. Therefore, we will never try to
align two transitions to achieve certain skew for obtaining
minimal/maximal output arrival time, since the benefit gain
there will always be less than just move all transitions to be
as early/late as possible for minimal/maximal output arrival
time.

The transition times at X and Y should be either minimal
or maximal, depending on which one causes shorter pin-to-
pin delay on X and Y, since the shortest delay may be
caused by the shortest (Figure 18.(a)) or longest transition
time (Figure 18.(b)), but not at any other intermediate time.

TxR.S X i max delay point
T L « max delay point ng(
dZ.XF d& F dZXF R.max
mix deldy point N
(@ TR (b) TR

X (c) e TxR

FIGURE 18. Possible transition time min-max range in TXg-
az XF curve.

For maximal output arrival time (Equation (2)), we pre-
fer the internal capacitance to be pre-charged. We also pre-
fer to have multiple transitions with zero skew. Even if they
are not simultaneous, they produce a output arrival time no
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worse than pin-to-pin delay when the internal capacitance is
pre-charged.

The maximal gate delay may occur when the input transi-
tion times are (a) maximal, (b) minimal, or (c) at some val-
ues in between. These three scenarios correspond
respectively to the three cases shown in Figure 18, where
the min-max range is to the left of the peak, to the right of
the peak, or straddles the peak.

Since simultaneous switching does not produce transition
time out of the range bounded by the two pin-to-pin output
transition times, we can obtain the min/max value of output
transition merely by considering pin-to-pin transitions
(Equations (3) and (4)).

If the initial state of internal capacitance, C, is known,

equations for AZES and AZF'L may be different. If C = 1,

AZF,S will be simplified to Equation (5), since simultaneous

switch may only increase delay and therefore only pin-to-

pin delay is picked to achieve minimal arrival time.

AZgg = min [AXg s + min {d%X(TXg o), 4% Xp(TXg 1)), (&)]
Aps + min {d2Y(TYR g), d%YR(TR ))).

AZE L= max [AXR'L + dZ.XF(TXR)' AYR_L + dz'YF(TYR), (6)
max {A¥g; , AVg )
+f5 Y':T; L.max]{dzl?(rx&ﬁ' TYR'Y’ AYR'L- AXR'L G0

TR maxs if TR max € (s TR
where T"Ra{ TXRs  elseif d2Xg(T¥g o) > d%¥p(TXp | ):
TXgL, otherwise.

For maximal output arrival time when C = 0 (Equation
(6)), we will still prefer to have multiple transitions with
zero skew. Even if they are not simultaneous, that will pro-
duce an output arrival time no worse than pin-to-pin delay.
The exception occurs when the skew range is small and cov-
ers only the delay range smaller than pin-to-pin (e.g. range 1
in Figure 19). Then pin-to-pin delay may produce the maxi-
mal output arrival time. So we pick up the larger of the two.

range | \range 2,

Simultaneous delgy < pin-to:pir} delay

0 R

FIGURE 19. Analyze skew-delay relation for achieving
maximal delay, given fixed arrival time of last
transition where the internal capacitance is pre-
discharged.

With respect to the last transition, all other inputs may
have only negative skew (arrival earlier). When zero skew
is not in the possible range, we will prefer to have a larger
skew (a smaller negative value). Although such a skew may

lead to a minimal delay (if the left end of the range is at the
minimal delay point), but whenever it leads to a delay larger
than pin-to-pin (range 2 in Figure 19), larger skew always
induces larger delay.

9.2.2 Extension to General NAND Gates

When all internal capacitances are pre-charged, the shape
of the skew-delay relation will be like C pre-charged case in
Figure 11.(c). So the form of the equations will be similar to
Equations (2) and (5). Otherwise, the shape will be like C
pre-discharged case in Figure 11.(c). So the form of the
equation will be similar to Equations (1) and (6).

For AZF'S , as Equation (1), we need to consider pin-to-
pin delay from each input. In addition, we also need to con-
sider simultaneous switching with minimal number of inter-
nal capacitances pre-charged. Since we are computing a
minimal arrival time, we will take lower bound of the simul-
taneous delay. For input corners of the simultaneous delay
(sz()), we will take the minimal value of input arrival time
and both minimal and maximal transition times at each
input as Equation (1). Equations (2), (5), and (6) can be
revised in the same way. We will keep Equations (3) and (4)
unchanged, since the effect of more simultaneous switching
is not significant.

9.3 Timing Analysis for Partially Specified
Vectors

After partially specific values are assigned to some cir-
cuit lines, worst case corners identified by STA may no
longer occur. Timing analysis for partially specified vec-
tors (TA-PSV) identifies worst case corners and computes
timing information for any given partially specified input
values.

TA-PSV on the proposed model is a straight-forward
extension of Section 9.2 using the classification given in
[24). The main difference is that we need to handle pre-ini-
tialization of internal capacitances. As Section 9.2.2, differ-
ent pre-initialization values should be classified as two sets:
all internal capacitances are pre-charged and otherwise. For
both sets, the case by case analysis is similar to that in [24].

10. Experiment Results

10.1 Delay Model

Four previous approaches [6][19][20][22] tried to cap-
ture the effect of simultaneous switching for to-non-control-
ling response. In [8] it is shown that the results in [6][19]
can result in significant errors for simultaneous to-control-
ling transitions, because they do not capture some delay
phenomena proposed in [8]. The same is also true for simul-
taneous to-non-controlling transitions. The approach in [22]
is not expected to have high accuracy, since effects of inter-
nal capacitances are ignored.
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Also in [6][19][20], the authors compare the output volt-
age vs. time waveforms obtained using their delay models
for a few circuit waveforms with SPICE results. These
results are misleading for two reasons. (1) The transition
time is usually one order of magnitude larger than that of the
gate delay, so even a 100% error in delay looks insignificant
when compared to SPICE results, since the waveform scale
is of the order of transition time. (2) It is more important to
demonstrate that the delay model accurately captures the
delay phenomena in various corners of input waveforms,
rather than demonstrating that waveforms can be matched
well in a few cases. The set of scenarios identified in
Section 6 insure such coverage.

We implemented a version of our delay model with auto-
matic characterization. In Figure 20 (a), we compare our
results with SPICE and the approach in [20]. In this test
case, two transitions are applied at INO and IN3 of the four-
input NAND gate in Figure 8. All internal capacitances are
pre-discharged. We vary the skew between these two transi-
tions, where Tyno and Tyy3 are 300ps and 500ps, respec-
tively. Our model closely correlated to the SPICE results,
but the same is not the case for the model proposed in [20],
which does not capture the effect of impedance matching. In
Figure 20 (b) we show the result with all internal capaci-
tances pre-charged. (This case is not even handled in [20].)
Again our model is quite accurate. We believe that error in
[20] is mainly due to not considering two dominant effects -
short circuit current and initial states of internal capaci-
tances.
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FIGURE 20. Vary 8% IN3 51, simultaneous switching at
NANDA4 when (a) the internal capacitances are all
pre-discharged and (b) the internal capacitances
are all pre-charged, where Tyy=300ps and
Tm3=500p8.

It is interesting to compare the maximal delay effect due
to impedance matching (approximately, 100 - 25 = 75 in
Figure 20 (a)) and simultaneous switching (approximately,
150 - 100 = 50 in Figure 20 (b)). The maximal effect of
three simultaneous switching is 70 (not shown in figures).
The relative magnitude of these two phenomena is quite dif-
ferent from that of a two-input NAND gate presented in
Section 5 where the delay effects of the phenomena related
to simultaneous switching (short circuit current, Miller
effect, and stopping early discharge) are much larger than
those related to charge/discharge of internal capacitances
(initial states of internal capacitances and impedance match-
ing). The reason is that the delay effects of internal capaci-
tances can be accumulated easily as the number of gate
inputs increase, but those due to simultaneous switching
typically do not.

From our experimental data, we observe a large percent-
age increase/decrease in delays due to the targeted phenom-
ena compared to pin-to-pin delay. Although it would be rare
that the worst delay effects are excited at the same time for
many gates along a long path, as combinational logic
becomes shallow (say, via pipelining), these delay effects
become more significant.

10.2 Static Timing Analysis

Experiment results to be shown after the implementation
of our model.

11. New Modeling Advantages
11.1 Compared with Semi-Analytical Models

We have shown the seven main phenomena that impact
the delay of simultaneous switching on to-non-controlling
transitions and capture them by an empirical model. Captur-
ing all these phenomena by an analytical model is difficult
since the time for charging/discharging capacitances is non-
linear and the magnitude of one phenomenon may affect
another.

Using fully empirical method, we are able to capture all
these phenomena together without predicting the effect of
each phenomenon and combining them together. By well
understanding these phenomena and using proper vectors to
excite these phenomena, our delay model is more accurate
than previous ones.

Disadvantages of analytical models: (1) A realistic yet
simple MOS model is required [17]. formulae are oversim-
plified for capturing too many kinds of delay effects, i.e.
based on SPICE level 1 model, or ignore 2nd/3rd order
terms. (2) The effects of each phenomenon are usually not
additive, but the analytical functions usually are. (3) Differ-
ent delay phenomena need not to be captured by different
items in formula, but this is what analytical model usually
do. (4) Most analytic models are developed based on some
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initial conditions, e.g., the initial value of each internal node
is zero. In cases where these assumptions are not true, the
resulting formulae may lead to significant errors. (5) Auto-
mation: We automated the process to characterize our delay
model. Once a new process is applied, the new model may
be obtained by running the automatic characterization
again. Although analytical models is portable as process
parameters changes, major modifications are required when
the device model is changed (e.g. move from BSIM3 model
to UMOS model).

11.2 Compared with Other Empirical Models

Comparing with traditional empirical models, we divide
the delay medel into many more cases where each case has
its own formulae for transition time and delay. We use many
coefficients and this improves accuracy. In our classifica-
tion, each discrete variable (library cell, input position, and
number of pre-charged internal capacitances) is enumerated.
For each combination in the enumeration, we develop a set
of formulae whose input variables are the continuous vari-
ables in the original delay functions (input transition times
and skew). Although the data size is hundred times larger,
the amount of extra data storage is not significant for current
program size.

11.3 Able to Model Various Process Corners

By automating the characterization process to make the
delay modeling feasible, we also enable the modeling of
multiple process corners by running the characterization and
obtaining a delay model at each corner. Based on these gen-
erated models, we will be able to run timing analysis and
test generation at various process corners and validate the
timing for each corner. We will also understand how well
the test set for nominal process works on exciting worst
delay at various process corners, compared to the test set
generated at each corner.

12. Conclusions

We identify two new delay phenomena, namely imped-
ance matching and stopping early discharge. We also dem-
onstrate that at least seven delay phenomena must be
considered to capture the delays under simultaneous to-non-
controlling transitions in sub-100nm VLSI. We quantify the
importance of each phenomenon, and identify waveforms
and initial state combinations to be used for simulations to
excite and capture their effects. By carefully analyzing and
capturing the delay effects due to these phenomena, we
have developed an accurate model that captures all these
effects with manageable complexity.
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