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Efficient Asynchronous Bundled-data Pipelines for
DCT Matrix-Vector Multiplication
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Abstract—This paper demonstrates the design of efficient significant data portions and adjusts the position of sign bit
asynchronous bundled-data pipelines for the matrix-vector mul- - dynamically. This architectural approach yields good average-
tiplication core of discrete cosine transforms (DCTSs). The archi- case performance and reduces power consumption, but the

tecture is optimized for both zero and small-valued data, typical tative imol tati s b d h i-del
in DCT applications, yielding both high average performance representative implementation 1s based on the quasi-celay-

and low average power. The proposed bundled-data pipelines insensitive asynchronous design style which is known to be
include novel data-dependent delay lines with integrated control area expensive.

circuitry to efficiently implement speculative completion sensing. We propose an area-efficient asynchronous DCT design
The control circuits are based on a novel control-circuit template optimized for both zero and small numbers yielding both

that simplifies the design of such nonlinear pipelines. Extensive d d f The kev idea i
postlayout back-end timing analysis was performed to gain con- 9000 average-case power and periormance. 1he key idea 1S

fidence in the timing margins as well as to quantify performance tO partition the datapath into a staircase bit-sliced bundled-
and energy. Comparison with a synchronous counterpart suggests data architecture in which groups of bit-slices involving only
that our best asynchronous design yields 30% higher average sign-extension bits are dynamically turned off to save power.
throughput with negligible energy overhead. We also propose efficient speculative completion sensing delay
Index Terms— Asynchronous pipelines, bundled-data pipelines, lines with integrated control circuitry that activate shorter
control circuit templates, discrete cosine transforms, matrix- delay lines when various bit slices are turned off, thereby
vector multiplication, precharged full buffer, true four-phase full achieving high average-case performance. Lastly, we propose
buffer. L .
three novel control circuit templates that efficiently handle
control of such complex nonlinear pipelines simplifying the
. INTRODUCTION logic design problems. The first control template is a straight
HE two-dimensional (2-D) discrete cosine transfor forward adaptation from Lines’s precharged fuI.I buffer (RCFB)
.[9] but suffers from large control overhead inherent in the

(DCT) and Inverse DCT (IDCT) are e;senhal tasks Iundﬁarlying handshaking protocol when applied to bundled-data
several data compression and decompression standards, s&éc.

as H.261, H.263, JPEG and MPEG [1]. With the simultafms'gns' The second control template, called the true 4-phase

neous increase in demand for faster data rates and Iongielr buffer (TAPFB), uses the true 4-phase protocol [10] to

o : . . . gnificantly reduce this overhead. The last control template,
battery lifetimes in portable multimedia devices, low power
’ . . lled the zero-overhead true 4-phase full buffer (Z4PFB),
and high-performance implementations of the DCT and IDC . .
. . . ; o ompletely hides the control overhead at the cost of more strict
are increasingly important. A core operation within both of . :
{iming constraints.

h licati is th Itiplicati f . .
these applications is the multiplication of a constant matrix To quantify the advantages of our proposed designs, four al-

by an input vector, i.e., a matrix-vector multiplier, typically ; . ) i

: : : : : ternative controllers were designed: a full-custom synchronous
implemented with a set of multiply-accumulation units [1]—design with gated-clocking, an asynchronous design with
[4]. ;

Many DCT/IDCT synchronous and asynchronous desigrﬁ)sCFB control, an asynchronous design with T4PFB control

have been explored targeting high-performance [2], [3], [ nd finally an asynchronous version with ZK&PFB control.

low-power [6], [7] or both [8]. Xanthopoulos et. al. observegnI ilccrjsrsllgcnhj (;vse rertl)zilglszut with an identical datapath in a 0.35
that typically a significant fraction of IDCT input data is P '

. . Simulations at 3.3V an@5°C with typical DCT input statis-
zero-valued [4]. This motivated the development of a datﬁ'cs suggest that the best asynchr)éaous desigrf‘(ZBFB)
driven IDCT that skips operations involving zero-valued data,

0, i I -
thereby saving power. To also take advantage of small—value%lS 30% higher average throughput with comparable en

data, Canel et. al. and Nielsen et. al. proposed data comey. consqm.ption. 'This paper thus demonstrates th"?‘t for
pression methods that maintain only significant data portiorr%atrlx-multlpllers within DCTs, full-custom gated-clocking

and suppress the remaining insignificant portions [6], [7Tay achieve similar power savings as that of asynchronous

. . echniques but that the asynchronous techniques can vyield a
These designs yield low average power but, because they .. . : . :
significant increase in average throughput not possible using
are synchronous, offer no average-case performance bengfit. ;
andard synchronous technigues.

Lastly, Manohar [5] et. al. introduced an asynchronous width The remaining of this paper is organized as follows.

adaptive data architecture that activates operations only égction Il provides an overview of relevant background on

This work was supported by a large-scale NSF ITR Award No.CCR-O@-SynChronous design. Section llI highlights the design and
86036. analysis of the proposed control circuit templates and delay
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(a) Bundled data channel Fig. 2. Bundled-data linear pipeline.
J Ack/En _ data (the first phase), the acknowledgement is asserted by
Sender Receiver .
Info (1-0f-N) the receiver (the second phase). Next, the sender resets the
data (the third phase), followed by the receiver resetting the

acknowledgement (the fourth phase). If the acknowledgement
(b) 1-of-N channel is active low, it is often referred to as an enahlenj.

Fig. 1. Two types of asynchronous channels. .
B. QDI versus bundled-data design styles
One common asynchronous design style maintains quasi-
matching templates. Section IV describes the details of ogélay-insensitivity (QDI) within pipeline stages and delay-
asynchronous matrix-vector multiplier, including a discussigRsensitivity (DI) communication between stages [9]. Within
of the four different controllers adopted for comparison. Thg pipe”ne stage, the de|ay of any gate can be arbitrary but
performance-energy comparison of the designs is presenteddme wire forks must be isochronic. Between pipeline stages,
Section V, followed by some conclusions given in Section Vhowever, 1-of-N rail signaling is used to obtain complete in-
sensitivity to variations in wire delay [11]. A recently proposed
Il. BACKGROUND QDI/DI implementation style based on circuit templates has

An asynchronous circuit typically consists of a set 0kPeen developed for fine-grain nonlinear pipeline stages. These

functional components that locally communicate using a s&mPlates simplify micro-architecture design, remove much of

of handshaking protocols across channels. A plethora tgp need for automated controller synthesis, and ease physical

asynchronous design styles exists which vary the size 'ification requirements [9]. _ ,
functional components, the parallelism in the handshaking” S&€cond common design style is bundled-data design [12].

protocols, the data encoding across the channels, and 2 shows an example of bundled-data linear pipeline. Each

degree of timing assumptions needed to ensure correctnSi&9€ communicates with its neighboring stages by left and
In this section, we review asynchronous channels, as well right communication channels. A channel contains transmit-

linear and nonlinear pipeline architectures, including relatdt#9 information (data) and control signals that synchronize
control circuit functionality and timing constraints. communication between stages by a defined handshaking

protocol. In contrast to the QDI design, since data and control
) are sent separately, several relative timing constraints must
A. Channels: bundled-data vs 1-of-N rail be verified to ensure correct data transmission. A pipeline
A communication channel is a bundle of wires betweestage consists of a standard synchronous datapath (DPU)
a sender and receiver and a protocol for communicatifig which a combination of a delay line and asynchronous
information discretized into tokens (representing data, contrehntrol circuit (AC) controls an output flip-flop (FF). The
or a mixture). In a bundled-data channel, as illustrated in Figetup and hold requirements on the flip-flop are often called
1(a), tokens are encoded using one wire per bit of informatidoindling constraintsAdditional setup and hold requirements
a request lineReq) is used to tell the receiver when the tokemn the conditional inputs{7s) from the datapath to the asyn-
is valid, and an acknowledge lined{k) is used to tell the chronous control may also exist. The controller is responsible
sender when the token has been received. In other words, fibvetriggering the FF via the local clock&clk) and generating
data is bundled with the request line. In a 1-of-N channel, as output control token to communicate with the next pipeline
illustrated in Fig. 1(b), on the other hand, N wires are used stage.
encoddog, N bits and no request line is needed. In particular, Compared to QDI/DI templates bundled-data design styles
a widely used form of 1-of-N encoding is 1-of-2 (also calledan be significantly smaller, can consume less energy at equal
dual-rail encoding) in which two wires are used to encodsupply voltages, and have the ability to reuse synchronous
one bit of information. In 1-of-N encoding, also called onedesign methodologies for datapath design [13]. The major
hot encoding, the validity of the data is encoded in the valudgsadvantage is that the methodology and tool support for
of the N wires; all zeros indicate that the bundle of wires ignalyzing and guaranteeing margins on all timing constraints
reset and holds no token. is immature, yielding higher risk and longer design times.
Both two and four-phase handshaking protocols exist acrossother disadvantage is that the timing margin lengthens
communication channels. In this paper, we restrict ourselvit®e latency of the pipeline which is often critical to system
to four-phase protocols in which after the sender sends therformance.
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< 5221 < Ri':ﬂ [1l. A SYNCHRONOUSCONTROL CIRCUIT TEMPLATES

Fork —e+€d, P1 P3 Red2 1 oin The largest design challenge for bundled-data design is in
T '}fo | '/“fo the development of efficient control circuits. We address two

major control circuit design challenges. First, due to the large
\: - } control overhead, bundled-data designs are generally slower

— o o4 than their synchronpus counterpa_rts.. _The proposed control

protocols reduce this overhead significantly. Second, most

existing methodologies are limited to simple linear pipeline

design and the adaptation to more complex control is generally

difficult and error-prone.

Fig. 3. Examples of nonlinear pipelines. Furber [14] proposed circuits for simple linear pipelines.
New true 4-phase circuits that better hide control overhead
have also been developed and proposed by [10], [15]. Both

C. Control circuits for nonlinear pipelines of these works, however, do not address the design of more

Control circuits for nonlinear pipelines, such as forks an(aompllcated control circuits required for nonlinear pipelines,

joins illustrated in Fig. 3, must handle the reading of multiplgUCh as f_orks, joins, splits and merges [12] Fo_r these nonlin-
input channels and the writing of multiple output channefs?' pipelines, synthe5|s-t_Jased appr(_)gches using Burst-Mode
[9]. In addition, in both linear and nonlinear pipelines, mor |ag.rar(1j15 fGBM)lgnd_ll_ﬁr Signal Tranhsmonh Graphs (SlTG) arhe
complicated behavior can occur when channels are conditigfia4!" [16]-[19]. These approaches, Nowever, rely on t €
ally read or written depending on the data on input contr esigner to produce correct and efficient specifications, which
channels and/or the value @fIs from the datapath. One are often difficult and error-prone [20]. Initial efforts to auto-

common conditionally writing output operation iskip[9], in mate this approach are presented in [21] and [22]. :
which based on the value of tli¢/ s, the triggering of the FF In this section, we propose to adopt and extend 1-of-N rall

and/or the generation of an output control token is suppressEficult templates developed for QDI circuits to design the
This is particularly useful for low power application. control for bundled-data pipelines. These templates provide
a unified block-level decomposition of complex control cir-

) cuits where the implementation of each block can be easily
D. Performance metrics manually derived from the overall specification. The templates
To compare among different synchronous/asynchronous ggeatly simplify the complex and error-prone process of com-
signs, the following metrics are used to analyze the perfgiex control circuit design using STGs or BM machines. Ad-
mance of bundled-data pipelines. ditionally, the design of efficient templates would simplify the
i i task of future synthesis tools to a mapping process that maps
I: Forward latency K'L) is defined as the delay of theyg gesigns to the target templates instead of performing logic
request of the current stage to the request of the NeXfnihesis in [21], [22]. We thus exploit both the low area and
stage. In other words, it indicates the evaluation time of,\ver of single-rail datapaths and the simplicity of a template-
the datapath. based control design methodology. Specifically, we show how
Il Overhead QH) is defined as the delay beginning fromyo adopt an existing QDI template called precharged full-buffer
the request of the next stage to the next request of {8 to bundled-data pipelines, develop a new advanced true 4-
current stage. In other words, it is the overhead associafsithse full-buffer template that better hides control overhead,
with resetting the control circuits. and further optimize the T4APFB template into a zero-overhead
lll: Cycle time ) is defined to be the maximum delay fromT4PFB template which completely hides control overhead.
the processing of current token to the same processing
of the next token. By definitions, the cycle time is they, pcpg template for bundled-data
sum of FL andOH.

(a) Non-linear pipeline with fork  (b) Non-linear pipeline with join

The adopted PCFB template for 1-of-N linear pipelines is

In bundled-data pipeline design, the forward latency (Flshown in Fig. 4. Our template is different from the original
of the control is matched with the datapath delay to guarante€FB in that the conditional input§'ls can be single-rail
that data is stable before latching it in the next pipelinend that the local clock signal($ylk(s) has no associated
stage. Consequently, the forward latency is relatively fixedcknowledgement. There is oneden block for each output
The remaining part of the cycle time is the control overheadil R;, as depicted in Fig. 4 (b). The local clock signal can
(OH) and thus, a control template that has smaller overhelagl generated like any othe®; output or be generated via
will achieve higher throughput. combinational logic withR;’s as inputs. The iLCD and iRCD

The ideal synchronous design has zero overhead since elaldtks are inverting left and right completion sensing circuits
pipeline stage latches data simultaneously at every clock edgg
and thus it can use the whole cycle for evaluation t.e= The abstract protocol of this template is defined by the
FL. In practice, however, synchronous designs must provi8dG in Fig. 5. When a left token arrived{), the Rgen
enough timing margin/overhead to compensate for clock skelynamic logic blocks evaluate, generating a valid output token,
and uncertainty in gate and wire delay. the local clock will fire ¢~ R;—, R;+), and simultaneously
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Fig. 4. PCFB template and a detailed circuit.
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Fig. 6. Rgen circuit of the PCFB fork stage.

Fig. 5. STG of the abstract PCFB protocol where each edge is labeled with
its delay (# of gate delays).

blocks to re-evaluate in response to a new token.

It is important to note that this STG is a description of
the iLCD block detects the token arrivall¢d—). Next, the the abstract protocol and, while useful to convey the level
iRCD block detects that right data is validr{d—), which of parallelism and the timing assumptions inherent in the
causes the left enable to be deasserfed-), and the internal protocol, it is insufficient for the purposes of synthesizing
state to be resetef—). Once the left data is resef.{), control circuits. The principle reason is that it does not
the iLCD block detects that the data is null4l+) and, explicitly describe the functionality of the Ben blocks, which
together with the reset of enable, causes the left enablectin be quite complex and difficult to specify using the STG
be re-assertedle+). This completes the cycle for the left(often involving OR causality) [23]. The STG also does not
environment, allowing it to send a new token, even if the riglfescribe how the conditional inputs from the datapath can
environment is slow or stalled thereby avoiding a significaniduce a skip.
performance penalty [14). The right environment operates 1) Nonlinear PCFB pipelinesFork stages need to wait for
concurrently. After receiving valid data, the right environmenill output enable signals to set/reset before setting/resetting
will deassert the right enableR¢—), allowing the Rgen the output tokens. A solution, adopted from standard PCFB,
blocks to precharge. This allows the right environment to rés to insert a C-element to combine all output enable signals.
assert the right enabld?¢+) and, simultaneously, the internallf the number of fork stages is small, the C-element can be
enable to be re-assertegh(t). This in turn allows the Ryen integrated into the Ryen circuit, as illustrated in Fig. 6.

Join stages need to wait for all input data to be set/reset

1This property of full buffer [9] or fully-decoupled [14] that allows the leftbefore setting/resetting the input enable. One solution is to

environment to reset immediately without waiting for the right environment t®ombine the iLCD of all |nput channels with a C-element to
reset is well-suited to bundled-data pipeline design since bundled-data desi

usually involves a slow right environment associated with the datapath deﬁ%r}eCt completion of all input data. An example of the OR of
of the next pipeline stage. L1 and L2 dual-rail channels is shown in Fig. 7. If one of
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Fig. 8. T4PFB circuit template and detailed circuits.

Re PMOS transistor is optional. If removed, the pulse width
reduces to the sum of the delays of the iIRCBc{—), left
enable {e—), enable ¢n—), and Rgen clock circuits. It is
assumed that this pulse width is sufficient to latch the outputs,
L1t which is easily satisfied if the flip-flops are properly designed.
L1f ,. iled A quantitative performance analysis is based on the fol-
tg_; ,. lowing assumptions. First, the delay is calculated by counting
- latency in term of gate (unit) delays. The abstract STG shown
() R_gen circuit implementing LLOR L2 (b) iLCD circuiit in Fig. 5 illustrates the sequencing of events for a PCFB
pipeline stage where each edge is labeled with the above
delays. Second, the analysis is performed on a homogeneous

linear pipeline assuming the completion sensing of each stage
takes only one gate delay which is a reasonable assumption

the true rails of L1 or L2 is asserted, the true rail ok is for @ single input/output channel of up to four rails (a lof4
asserted. However, both false rails bf and L2 need to be channel). Third, the delay calculation includes the $&k (.;)
asserted to cause the false rail®fto be asserted. The iLCD @nd reset DL,...;) delays of the delay line attached to the
circuit combines the completion detection of both input dafgft request input of the controller as shown in Fig. 2.
(L1, L2) with a C-element shown in Fig. 7(b). Interestingly, Thus, the performance analysis of PCFB template is as
this type of join causes significant timing problems with othdbllows.
pipeline design styles, such as PS0 [24], [25].

Supportir;g cqrnditiorgjz.atll reaﬁing agd wrr]iting ils tc;}nly sligh_tl); é:L = Rtcur = Rtnest
more complex. To conditionally read a channel, the associated
Le generation block generates a left enable only if a channel DLser + (L+ = R+)

R_f R_t

Fig. 7. Circuits of the PCFB join stage.

is read. To conditionally write a channel, thegen block =DLget +2
must conditionally evaluate and handshake with the righDH = R+,czt = R+curnesteyele
enable only when it evaluates. In particular, a skip can be _ (R+neat = Le—)+

implemented by triggering the evaluation of a separate output

signal (not routed out of the controller) that acts like an M+1 (Le— = L— = iled+ = Let = Rtcur neateyele)

output rail and immediately sending acknowledge back to the = DLreset + 10
left environment without waiting for the right environment. T=FL+ OH
2) Timing and performance analysisthe original PCFB = DLyt + DLyoeer + 12

template is robust in that there are no internal timing assump-

tions on gate delays [26], i.e., it is quasi-delay-insensitive.

Our adaptations, however, have setup and hold constraint§he main disadvantage of this protocol is its large overhead.
on the conditional inputs, typical of bundled-data design¥he second drawback is that the forward latency contains only
Additionally, the local clock signal must have sufficient pulséhe set phase of the delay line. This means that the reset phase
width to transfer information across the flip-flops. In particulanf the delay line must be minimized, motivating the use of
the pulse width of the clock is the same as the pulse widdsymmetric delay lines [27]. Lastly, the combinational logic
of the Rgen circuits if implemented as combinational logimecessary to determinB outputs is limited to what can be

of R signals. If it is implemented using angen circuit, the implemented in a single Ben gate.
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Fig. 9. STG of the abstract T4APFB protocol where gray edges represent
timing constraints and dashed edges indicate ordering maintained by the
environment. Fig. 11. Circuits of the T4PFB fork stage.
B. T4PFB templates for bundled-data and the right token is reset to nub-(R+, R—). Then, the

To reduce control overhead, we propose a new circdight environment will re-assert the right enablee(t) thereby
template that follows the true 4-phase handshaking protocol.TKing the circuit ready to accept a new input token.
particular, our template, as illustrated in Fig. 8, differs from The significant overhead reduction comes from concurrent
PCFB template in that it waits until the left token arrivesassertion of a right tokenH+) and a left enable /(e+)
the left enable to be sent back, and the left token to resefabling the left environment to latch a new data as soon as
before generating a right token. In other words, the T4PABreceives the left enable signak+.
explicitly decouples the control by forcing the handshaking We can also improve performance by allowing the right
with the left environment to essentially finish before beginninigken to reset R—) concurrently with the resetting of the
to communicate with the right environment. Consequentligft enable {e—). This is implemented with two parallel
the forward latency includes both phases of the delay lingansistors connected in the PMOS stack shown in Fig. 10.
enabling the use of either asymmetric or symmetric delay linéstransistor connected to the input signat! enablesle— in
and facilitating lower control overhead. the first cycle after global reset. A transistor connected to the

The STG of the abstract protocol for this template is showhte input signal drivesLe— in the remaining cycles without
in Fig. 9. When a left token arrived.¢), the iLCD detects that Waiting for rcd—, thereby reducing the delay in the longest
token is valid ¢{cd—) and opens the dynamic latches allowingycle i.e.Le— — L— — R+ — Re— — Le— from 12 to
the token to propagatét(+). At the same time, the inverting 10 gate delays (not including the delay line delay). However,
asymmetric C-element (iaC) deasserts the left enabl&d+, this additional concurrency introduces timing margins TM7
Le—). While waiting for the left token to reset, the CL blockdiscussed later in timing analysis section. A more robust
can perform precomputation with control tokens from othdiut lower performance version of TAPFB template with no
input channels as needed+(). Once the left token is reset,concurrency betweeR and Le is discussed in [28].
the iLCD detects that the token is res@t{+) and isolates the ~ Compared to the PCFB template, the functional block
latches from the arrival of new tokens. At this step, the iLCIR-gen) has the same complexity of NMOS networks, but
triggers two concurrent operations. First, the iLCD triggerfdas one less PMOS transistor. However, the T4APFB template
the functional blocks to evaluate and generate a right tokgrovides an additional CL block that allows precomputation
(~ R—, R+). After a right token is generated, the right tokenvhile waiting for the left environment to reset. This may
validity is detected #cd+), causing the internal signals tofurther simplify the NMOS network in the Ben block.
reset (t—, d—) preparing to accept a new token. Second, tHeplementation and timing issues of conditional input/output
iLCD also triggers the left enable to re-assett Le—, Le+) Signals to/from datapatiC/s, Iclk andskip) are the same as
acknowledging the left environment. This completes the lediscussed in the PCFB template.
environment protocol, allowing the left environment to send a 1) Nonlinear T4PFB pipelinesThe same techniques dis-
new token. Concurrently with the left environment, when theussed in Section IlI-A.1 are applicable to the design of
right token is consumed, the right enable is deassefed-Y T4PFB templates for fork and join stages. An example of a
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3. Data reset timing margirf(}/3). To avoid re-evaluation
of the Rgen block with stale input data, after_g&en is
evaluated the output of the CL block should reskt) before
a new arrival of ilcd {{cd+). Thus, we have that

TM3 = (~ R— = ilcd+) — (~ R— = d—)

where,
(~ R— = ilcd+) =9+ DLgset + DLreset
(~R—=d-)=4
TM3 =54 DLset + DLyeset

So,
Fig. 12. R.genand CL circuit (in dash boxes) of the T4PFB join stage.

4. Data stable timing marginZ(3/4) 2. The output of the
fork stage implementing a copy of input tokens to two outp@L blocks need to be stable<) before the output of iLCD

stages is shown in Fig. 11. Theel and Re2 are connected block is assertedilcd+) to prevent a glitch from CL block
directly to both PMOS and NMOS networks in thegen from causing a spurious evaluation of angBn block. Thus,
circuit. An alternative is to combin&el and Re2 with a C- '© have that
element before controlling the_Ben circuits. An example of

a nonlinear join stage implementing the OR of two dual-rail here,
inputg,Ll and Lg, is dgpictgd ir_w Fig. 12. The iLCD c_ircuiF (iled— = iled+) = 5 + DLyeset

for this template |s.de_p|cted in Fig. 7(b). The OR functlonal!ty (iled— = d+) = 3

is precomputed within the CL blqck. The left CL block is So, TMA =2+ DL

asserted only when the false rails 80_f and lt1_f are

asserted and the right CL block is asserted when efifet

or [t1_t is asserted. More complex nonlinear control circuits 5. Output validity timing margin TM5). Since a right

(e.g., merge and split) are derived in the same manner as ttigken (Z+) and left enable f,e+) are generated concurrently,
PCFB counterparts enough time must be given to ensure that the output validity

e . is detected f tok i d t
2) Timing and performance analysi¥the T4PFB template {ﬁe Iee?tce%aE)(ICg Z)Lkée_g).r?_hahsr: e\\,lvve ?]a?,g ?ﬁg}les and deasserts
has several easily-met timing assumptions that were needed

to ensure high performance. These assumptions, identified by

the gray ordering edges in the STG shown in Fig. 9, are novwwhere,

analyzed in detail. (sled+ = iled—) = 5+ DLget
The first four timing assumptions are timing related to the (sled+ = red+) = 2

validity of local data stored in the latches. The remaining so, TM5 =3+ DL

three timing assumptions are due to the concurrent setting and

resetting ofR and Le. o _ _ .
1. Latch propagation timing margi’(//1). The left token 6. Left enable stable timing margiff'(/6). Since a right
must be properly stored in the dynamic latéh) before the token (R-+) and left enable fe+) are generated at the same
data is reset by the left environment (L+). In other words, time, the left enable must be stable {e—) before the right

we have the following timing constraint: enable is deasserte®¢—).

TM4 = (iled— = iled+) — (iled— = d+)

TM5 = (iled+ = iled—) — (iled+ = red+)

TM1 = (L+ =~ L+) — (L+ = lt+)

where,
(L+ =~ L+) = (L+ = Le— = L— =~ L+)
=6+ DLcset
(L+ = lt+) = max(L+ = iled— = lt+, L+ =~ L— = lt+)
=2
So, TM1 =44 DLyeset

reset {t—) before the RCD changes its outputtd—). Thus,
we have that
TM2 = (red+ = red—) — (red+ = lt—)
where,
(red+ = red—) =5+ DLy
(red+=10t—) =1

SO, TM2 :4+DLset

TM6 = (Re+ = Re—) — (Re+ =~ Le—)
where,
(Re+ = Re—) =54 DLget
(Ret+ =~ Le—) =1

SO, TM6:4+DLset

7. Left enable reset timing margii?’{/7). Since a right

token (R—) and left enable e—) are reset at the same time,

2. Latch reset timing margirf(1/2). After the RCD initiates the left enable must be stable (Le+) before the right enable

the reset of the latch, the latch should have enough time

igyasserted Re+).
TM7 = (Re— = Re+) — (Re— =~ Le+)

where,
(R@— = R€+) =5+ DLycset
(Ret+ =~ Le+) =1

So, TMT7 =4+ DLyeser

2Note that if the CL block is glitch free, this constraint can be ignored.
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oLt Me———— 2 R token and a right tokenH+-) are generated concurrently with
; ) / the assertion of the left enabléd+). Notice that the assertion
° 3 +\DL of the left enable Le+) occurs two gate delays earlier than the
v Mo+ generation of the right tokerR4-) (assuming the right enable

2 d was previously assertedwé+) before the arrival of the right
24 Db +2 |2 token (R+)). This enables both current and previous pipeline

I 3 5 stages to latch data at the same time achieving zero overhead.
. 1) Nonlinear pipeline:The zero overhead template can be
divided into two blocks: a Blockl withkR_genl and a Block2
with R_gen2 as shown in Fig. 13 and 15(a). Nonlinear pipeline
functionality can be implemented in either ti2 genl and
R_gen2 blocks. However, it is more robust to implement the
complex behavior inR_gen2 block since the forward latency

may include the latency oR_genl block which can cause a

This analysis indicates that the worst timing margin igetup constraint violation. Thus, tli& gen1 block is generally

. ) used to implement a simple buffer and tRegen2 block is
three or more gate delays not including the delay lhe : . . ;
. : ; .. used to handle nonlinear behaviors. Fig. 15 illustrates several
These are, thus, easily met with proper transistor sizing: ested implementations of nonlinear pipeline stages
Timing constraints of the conditional inputs and the local 99 P pip ges.

clock (CIs, lclk) are the same as PCFB’s and also easriTILéZ)d Timig% and PerformancelanalyTiSinc_e .this templat(_e
met with transistor sizing and delay line design. The sa adapted from T4PFB control template, timing assumptions

performance metrics discussed in Section IlI-A.2 are derivdlgted for the TAPFB template are also applied t'o this template
for the proposed T4PFB template as follows except thatl’ M2, TM6 and T M7 are more stringent since

there is no delay-line delay involved in the equations. The

Fig. 14. The STG of the zero overhead T4PFB template.

FL = Rtcur = Rtpeat performance metrics of the zero-overhead T4PFB template are

=DLget + (L+ = ilcd— = Le—)+ derived from the STG shown in Fig. 14 as follows.
(Le— = L— = ilcd+ = R+)

=DLget + DLyeger + 8 FL = R+cur = Rtnest

OH = Rtyext = Rtcurnesteycle =DLgset + (L+ = Le—)+
= Rtnest = Let+ = Rtcurneateyele (Le— = L— = M+ = R+)
=2 =DLgset + DLyeser + 10

T=FL+OH OH = Rtneat = Rtcurnesteycle
=DLgset + DLyeser + 10 =0
The analysis shows that the overhead of T4PFB is indepen- T=FL+OH
dent of the length of the delay line, supporting the use of both =DLgset + DLyeser + 10

asymmetric or symmetric delay line. Moreover compared to

PCFB, the control overhead is smaller By DL, ...; gate Note that while the hold time in the datapath of this template
delays, a significant improvement. is more critical than that in the PCFB and T4PFB approaches,
it is no more stringent than that in the synchronous counterpart
since both designs are zero-overhead pipelines.

] _ Additionally, by adding more forward latency, negative-
The concurrent assertion of the right tokeR+() and the ,yerhead pipeline in which more than one data is executed in a

left enable (.e-+) in the TAPFB control template demonstrategineline stage can be derived with more aggressive constraints
that part of control overhead can be hidden in the forwaggh the hold time.

latency. However, the control overhead still consists of the 2
gate delay penalty associated with the right token generation of
the previous pipeline stage (frohe+ to R+). A new protocol D. Comparison of control templates
called zero-overhead T4PFB extends the original T4APFB by .
hiding the remaining overhead. In particular, by adding two The section compares.and contrasts the advantages and
gate delays in the forward path of the TAPFB controller, tlisadvantages of three different proposed control protocols:
new template illustrated in Fig. 13 achieves zero overhead PCFB. T4PF.B and ZQ4PF'_3- ) , )

The STG of the abstract protocol is shown in Fig. 14. The following equations list the flip-flop's setup timé&j
This control protocol functions similar to the T4PFB controfd hold time () requirements of a bundled-data pipeline
protocol as follows. First, a left token arrives, is acknowledgef€Sign whereD,,;, and D, are the minimum and max-

and then resetl(+, Le—, andL—). After this reset, an internal Imum delay of the datapath).;.,, is the clock to output
delay of the flip-flop and) H is the overhead of asynchronous

3T M4 is generally easy to ignore controller.

C. Zero overhead T4PFB templates for bundled-data
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Block1 Block2
Re
Le —ege e Re 1 RCD
l red1 rcd2 ol IOF—Cd
~Le Le
ReD @ ﬁif{;l R ilcd—-E :
I h CL P p— \_(
atc 7 r R_gen] MO.‘.M-IEE R_genZ_l Ro. M-t Li
e j ik
(a) Zero-overhead T4PFB circuit template for many (b) R_gen circuit for theéoutput rail(left) and
1-of-N input channels and one 1-of-M output chasnel Le_gen circuit (right)
Fig. 13. Zero-overhead T4PFB template and detailed circuit implementation.
Le<«—] Block1 | M| Block2 Re le<«—] Block1 | M| Block2 c géj
L —| (buf) M (buf) [, R L —| (buf) M, (fork) |, ko
(a) Buffer stage (b) Fork stage
Me Re R1e

Liee— B(ISS]IC()l w1l Block2 Le«— Block1 Me| Block2 — R2:

[ —— . l—> R lit) = RL

| Goin) L—| (buf) mf (split) =R
L2ee—]| Blockl [ see—] Block1 [*
<— |—
2 —| (buf) s—| (buf)
(c) Join stage (d) Split stage

Fig. 15. Examples of nonlinear pipeline stages.

latency of the control circuit. The comparisons assume that
1) each template has equal setup time such that the cycle time

Ts <7 = Dimas dictates the performance of the design.

Th < szn + Dclk,to,q + OH . .
i The examples show that for shallow to medium size datap-
Eq. (1) states that the setup tim@,} must be less than 5y, the T4PFB and ZO'4PFB can achieve better throughput
the cycle time f) minus maximum delay of the datapathy,, the PCFB template. For example, if the datapath length is
(Dimaz) @nd Eq. (2) states that the hold timé,§ must be 14 ate delays, the ZO4PFB template is the fastest template
less than accumulated delay of the minimum delay of thgnning with the cycle time of 12 gate delays followed by

datapath Dinin), the clock to output delayl{uy.o.q) @nd the o T4pER template running at 14 gate delays and the PCFB
control overhead delayXH). Notice that hold time constraint template runing at 22 gate delays.

is generally easy to meet particularly if the overhead delay is
positive. Notice that for the shallow pipelines of 2 gate delays, the
Table | compares the performance, and robustness spectl#?FB and ZQT4PFB templates can have longer overall
of the three proposed protocols. The PCFB controller offers tigency compared to the PCFB template due to long control
best robustness, area and energy, but suffers from the lardatgncy. For medium-grain pipelines, however, we do not
overhead yielding the worst performance among the othe@xpect that the controller latency to be the limiting factor since
The T4PFB controller offers relatively high performance witithis latency is used together with the delay line delay to match
reasonable timing assumptions in both the control and dathe datapath delay.
path. The last controller, ZO4PFB, is the most aggressive
controller and achieves the highest speed at the cost of the
most critical timing margins.
Table Il presents concrete comparisons of these controlrepy, . .. of PCFB template is assumed to be 2 gate delaysand.;
templates using identical datapath delays that fix the forwadth DL,...: of both TAPFB templates are assumed to be equal.
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Protocols FL OH T area & Margin (gate delays)
gate delays gate delays gate delays energy | control [ datapath (hold)
PCFB DLset + 2 Dchset + 10 DLset + DLreset + 12 1X QDI DLreset + 10
TAPFB DLset + DL0yeset + 8 2 DLgset + DLyeset + 10 2X 3 2
ZOT4PFB || DLset + DLreset + 10 0 DLset + DLreset +10 | 3X 3 0
TABLE |

COMPARISON OF THEPCFB, T4PFBAND ZO_T4PFBCONTROLLERS INCLUDING FORWARD LATENCY, OVERHEAD, CYCLE TIME, AREA, ENERGY AND

DEGREE OF TIMING ASSUMPTION

Datapath delay] PCFB T4PFB ZO_T4PFB

+setuptime [ FLTOH T 7 FLTOH] 7 FLTOHT 7
2 2 12 | 14 8 2 10 10 0 10
10 10 12 | 22 12 2 14 12 0 12
20 20 12 | 32 20 2 22 20 0 20
40 40 12 | 52 40 2 42 40 0 40

TABLE I

COMPARISON OF THEPCFB, TAPFBAND ZO_T4PFBCONTROLLERS WITH IDENTICAL VARIOUS DATAPATH DELAY OF 2, 10, 20AND 40 GATE DELAYS.

Sel

LDo

start ADL do ADLC
> NRo

( 1 _di
] ADL -~ ADLC
LD,
L dn )
1 ADL ADLC

(a) Speculative asymmetric delay matching template (b) ADLC circuit implementation

Sel
LDo
st o }bfsote
SDL ds SDLC
—>
[
so. LS | lspLcx

(c) Speculative symmetric delay matching template

Fig. 16.

Speculative delay matching templates.

(d) SDLC circuit implementation
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E. Speculative Delay Matching Templates 2) Symmetric delay line templatethe symmetric delay

A delay matching element (delay line) is combinationdin€ depicted in Fig. 16(c) and (d) utilizes both set and reset
logic whose propagation delay is matched with the worst-caBBases to match the worst-case logic delay. It is well-suited to
logic delay of some associated block of logic. Generally, the TAPFB control protocol since it transfers data to the next
delay line is implemented by replicating portions of the blockgtage after passing throughout both set and reset phases of the
critical path. delay line.

To take advantages of average performance, a more comThere are two timing constraints associated with the sym-
plicated delay line design based on speculative completiBietric delay line. First, theselect line setup constrairde-
sensing [29] is adopted. The original speculative delay lif€ribed for the asymmetric delay line also applies to the sym-
proposed in [29] uses multiplexors to select among sevefBgtric delay line. Notice, however, that this setup constraint is
independent delay lines, thus wasting power and area. KRfre stringent than in the asymmetric delay line case because
et. al. [8] proposed a more compact delay line by reusiﬁbe matched delay elements are half as long. In addition, the
previous delay elements to generate the next larger matci$&tect lines must be stable until after the end of reset phase,
delay. However, in their design the input signal still needlesstgferred to aselect line hold constraint
propagates through the entire delay line independent of theSatisfying both of these constraints, however, is significantly
data value, thereby wasting power. easier than satisfying the reset constraint of the asymmetric

We propose two novel speculative delay matching templat@glay line. In particular, the lack of the reset constraint allows
that are both compact and power saving: one for an asymmetic to eliminate the final AND gate and alleviates the heavy
delay line and one for a symmetric delay line. Our templaté@ad of the start signal in th6 DLC' controller shown in Fig.
are adapted from [8] but replace the multiplexors with delal6(a). The symmetric delay line is also approximately half
line controllers, one per delay element, as shown in Fig. 1€ length of the asymmetric delay line, saving both area and
Each controller functions similarly to an asynchronous splower. These advantages makes the use of symmetric template
in that its input signal is routed to one of its output signal¢ery attractive.
based on the select control lines. If the select lines indicate3) Power-efficient asymmetric delay lindt is also inter-
that target delay is obtained, the controller generates the d&s&ing to note that a power-efficient asymmetric delay line
signal by routing the input td.D;. Otherwise, it propagatescan be constructed using a combination of a symmetric delay
the input signal to the next delay element \#aR;. Since line and a D-element [30], [31]. A simple example of this
the input signal stops at the target delay element, powerdglay line is illustrated in Fig. 17(&) The D-element operates
significantly reduced. as follows. After receiving a left request, it completes a full

1) Asymmetric delay line template$he asymmetric delay handshake on the right environment before acknowledging the
line is depicted in Fig. 16(a). When used with the PCFft environment, enabling the use of a symmetric delay line on
control template, the set phase of the delay line is matchiésl right environment. In the reset phase, the D-element shown
with the worst-case delay of the logic and the reset phaseidfFig. 17 (c) can reset in 4 gate delays. To compare this delay
the delay line is strictly overhead. line with a standard one, the timing analysis of PCFB control

The operation begins with the set phase. When a start sigtethplate using this delay line is illustrated in Fig. 17 (b) and
arrives Gtart+), it propagates to the first asymmetric delagletailed as follows.
element (ADL) asserting a delayed signéj). This delayed
signal {o+) gnd the Tleltzclt)grgsS@é) are inpl)ut signgls qf FL = R+pyr = Rtnent
an asymmetric controller whose implementation is _
shown in Fig. 16(b). This controller decides to assert either a DLser + DLreser + D — element delay + (L+ = R+)
local done signalfDy+) or the next request signaNR,+). =DLset + DLyeset + 8
If one of local done signalsi(D;+) is fired, a done signal OH = R+yczt = R4-curneateycle
(done+) is generated finishing the set phase. Otherwise, a — PCFBgy, + PCFBows + D — elementreset
next request signal\ R;+) activates the next delay element. 14
Note that the last controllerADLCx) is not required and
generates only a local done signélig,,+). T=FL+OH

The reset phase begins when the start signal is reset = DLget + DLyeser + 22

g%r;t; ) dz;yaslfg;pzsg?n%e ;I:ggslla;O erlisrr?(tenc'lgl(\:/vki‘?ﬁr(;;)AN%The analysis shows that the forward latency includes both
gate. Simultaneously, the start signal actively resets all del ases of the delay Im_g plus a small delay fro”f‘ the D-element
elements and controllers. gate delays). Additionally, the overhead is independent

8{ the delay line delay but still large due to the combined

Two timing constraints associated with the delay line mu
be satisfied. First, the select lines of each controller mu%\(erhead from PCFB control (10 gate delays) and the reset

be setup and valid before its associated delayed sighal) ( tela)(; frgm the D-;el_en;e?t (l:'. gat_et fjelags_). Cotrr?ptatrﬁ_d :jo lthe
arrives, referred to as select line setup constrainto avoid standard asymmetric delay fin€, 1t 1S obvious that this delay

a wrong routing decision. Second, all internal signals mulé?e can save both area and power approximately by half.

be reset before the next start signal arrives, referred o as therme spL unit in the Fig. 17(a) can be implemented to support more
delay line reset constraint complex delay line of such symmetric speculative matching template.
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DL,
Done +— a Ra g L+ 2 R+ <y Rat+ 3 R- e :

D-element i 0L
Start ——» L R SDL PCFB:DHZ PCFByy . reset
' L-< Lo+e—Lt— Re- ¢

@) (b)

G

L {>c : — R
(©

Ra

Fig. 17. (a) an example of power-efficient asymmetric delay line. (b) STG of D-element using in bundled-data pipeline. (c) A speed independent D-element
implementation.

However, due to large forward latency, this delay line can At the architectural level, we propose the novel five stage
only support a pipeline stage with the forward latency largg@ipelined architecture shown in Fig. 18. The upper portion
than eight. Thus, the standard asymmetric delay line is mdteghlighted in gray) of the picture shows asynchronous con-
suitable to smaller pipeline stages. trollers communicated with the datapath and other controllers
using four-phase handshaking signals rather than a global
IV. MATRIX-VECTORMULTIPLICATION ARCHITECTURE clock. To obtain low-power, the datapath is implemented using
n'single-rail static logic. Numerous power optimizations taking
advantages of small-valued input statistics are applied. The
general idea is to dynamically deactivate groups of bit-slices
. o that contain only sign extension bits (SEBS).
A. Matrix-vector multiplication The multipliers and accumulators in the datapath consist of
The matrix-vector specification that we are implementingroups of partitioned bit-slices that are selectively activated

In this section, we review matrix multiplication operatio
and discuss our proposed architecture in detail.

can be expressed as follows: by mask control signals. In particular, the MASK and ZD
40 (« a a a] [20 units respectively identify bit-slices of input data that contains
yl c f —f —c| |21 non-SEBs and detects the special case in which the data is
w2 T la —a —a a | |22 zero. The mask signalsn(-)) are used to deactivate non-
y3 f —c ¢ —f]| |z3 req_uired SEBs by forcing them to zero via_the in;_)ut ANDing
- 0 1 9 3 logic and are sent to control delay matching units in multi-
(o wo) (ax 3:1) (ax a:2) +(ax :c3) plier stage (containing the matched delay lines). Additionally,
= (C*xo) (f*xl) (f*x2) - (c*x3) the same mask signals when latched’)( are ORed with
E(}iio)) ((ch I 513 EZ:;:Q)) j_ ((](i : ;5 their previously registered versionsi{). The resulting mask

signals O Red_m) identify the bit-slices of the accumulators

wherea, ¢, and f are constant coefficienfs that contain non-SEBs and control delay matching units in
accumulators stage.

B. Asynchronous pipelined architecture: an overview Notice that because the input data is fed into multiple
multipliers, the delay matching unit is shared over multiple

IAt th? algorltkrulmmtlevel V\t/e adoIE)t ;[hetbas'C fstratetgy ?f 'Mhultipliers and accumulators, thereby making its overhead a
plementing each matrix veclor muttiplication in four Ierations, percentage of the overall design. In the special case

one per column of the matrix. In iteratianthei” column is that the data is zero-valued. the ZD unit assertsra. detect
mulfuphed by theith elemgnt OfX. Th|s_|nvolves mult|p!y|ng signal and sends it to the controllers to disable the entire
an input X; with three different coefficients and OptlonaL"ycomputations. Additionally, the Partial Sign Bit Recovery

E\vzrtlngéhe relts.; uII't, the;_ehby motl;:atlnfg thehuie ofchreg d'tStmgSBR) logic extends the sign bit of newly activated bit-
arawired muttipliers. 1he results ot each ieration 1S Sloredgoq iy the accumulator to ensure that both inputs to the

in four distinct ‘?‘CC“m“'at‘”S whose resglts are wriFterYt accumulator have the same number of activated bit-slices.
after .the fourth iteration and then reset in preparation of th %stly, the Full Sign Bit Recovery (FSBR) logic recovers
next input vectorX. the suppressed zero bits of accumulators results to attain the

6 —9-2 4944 9-5 4 9-7 199~ 035 c=2-! +2-5+2-74 correct final results. In the following sections, each pipeline
2710~ 046andf=2"3+2"4+278 42714 ~0.19 stage is discussed in detail.
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Fig. 18. Matrix multiplication with a 5 stage asynchronous pipeline.
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C. Zero detection stage

As mentioned earlier, it is not necessary to perform Bitidec @us e w2wo e s 7 6 1 w3 2w Do
multiply-accumulated operations with zero-valued data since %ﬂ

°|

the result would remain the same. To save power consumption,
zero data is detected and then stalled at this stage and only
non-zero data are forwarded to the next stage.

If the input data is zeroa = 0), the ZD unit asserts a
zero_detect signal. When the controller (Z€tr) detects that |
the zero_detect signal is asserted, it gates a local clock signal
(zd_nz) thereby stalling the zero-input data. The controller
also communicates with the controller for the next pipeline
stage (MulCtr) using a dual rail channel calledi. If the
input data is zero it assertsl_z. Otherwise, it assertsd_nz.

The controller is implemented similarly to an asynchronoq:?g 19.
spilt cell with the zero_detect signal acting as the select
control channel. Additionally, regardless of the input data,

the controller asserts an extra raitl_always to latch the
zero_detect signal for the next stage. Thed_always is
implemented by simply ORingd_z and zd_nz. The details
of our implementation are illustrated in Fig. 24(a). Note th
for correct operation theeero_detect signal must be valid
before the bundled-data delayed signal matched with ZD lo
becomes stable.

m(3) m(2) m(1)

Mask signals generation unit based on static logic.

overhead would be difficult to overcome. Thus, it is important
to organize the activated bits into bit-slices and optimize the
umber of bit-slices that can be activated taking into account
the overhead of the control logic. To this end, we performed
ﬁt-level simulations of well-known image sequences that
owed that aero_detect flag along with 3-bit mask signals
(m(3), m(2), and m(1)) for DCT yielded reductions in bit-
activity within 10% from the optimal. Our proposed mask
D. (Hardwired) multiplier stage generation unit yields a longest path of about 4 gate delays
In this stage, a non-zero data from zero detection stagelligstrated in Fig. 19.
multiplied with three constant matrix coefficients simultane- Our fine-grain hardwired multiplier is based on a bit-
ously. The implementation details are discussed below.  partitioned carry-save multiplier, illustrated in Fig. 21. The
1) Bit-slice partitioning multipliers:Ideally, we might like carry-save multiplier’s critical path is mainly along the final,
to selectively activate only the effective non-zero bits. Howector-mergingadder, which we propose to implement as a
ever, this would require control logic for every bit whosdit-partitioned ripple carry adder for two reasons. First, ripple-
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Fig. 22. Static fine-grain partitioned adder architecture.

Fig. 20. Example of the proposed mechanism for sign bit extension in the

m”f) m"(2) m"(1) t(18) m"f) m"
multiplier array.

(2) m"(1) 1(14) m"f) m'(2) m*(1) 1(11)

carry adders consume significantly lower power than faster MSB

A SIGN LSB
(e.g., carry select or bypass) adders [32]. Secondly, while @19) (18)415) az) | 1D
n_pple-c_arry_ adders have r_ela_ltlvely Iong Wors_t-case de_lay, the e ol e s m -
bit-partitioning of the multiplier array (including the ripple- m@) s m') . m'(1) s i

carry adder) leads to very good average case delay for this
application. The staircase-patterned bit-slices, as illustrated by
the dotted lines in Fig. 21, allow the adders to be dynamicalfjg- 23. An example of partial sign bit recovery logic (PSBR
configured for different input bit-widths. For example, if the
first two bit-slices are activated, the multiplier behaves exactly ) )
as a typical multiplier that handles 9-bit inputs. to control speculative delay line.
There are two key aspects of the architecture that enableg) Multiplier controller: There are two types of matched

this type of reconfigurable bit-widths. The first is that whef{gay lines U_SEd in_ the multiplier stage illustrated in Fig. 1_8’ a
only the first two bit-slices are activated, the inputs to th ort delay line (driven byd.z) that maiches the computation

second input bit-slice that emanate from the third input slicy lay associated with zero input data and a speculative delay

(i.e., that cross the dotted line) are forced to zero by the inglte (driven by zd-nz coupled with the mask signals) that
ANDing logic. The second feature is the sign extension gpatches the data-dependent multiplier compytat|on. I.n both
the most right shifted input to the bit-slice boundary. Fig. 2625€S: the MuCtr generatesnul_» andmul_nz signals using
illustrates an example of the issue and our proposed solutiéﬁnple controller:_; ilustrated in Fig. 24(a): _By ORing both
In particular, it illustrates the case whef > 9 is added to S'9nals together, it generates the non-conditional always

2/ > 7 when three bit-slices of’ are activated, i.e., when bits 1O trigger the FFs forwarding all control signals to the accu-

b13 throughb15 are forced to zero. The further right shiftednulator stage. For low-power, theul_nz signal latches the
input in this case is the’ > 9 input and it must be sign multlph'er. results only when the input data. is non-zero.
extended two bits to the bit-slice boundary. Our solution is to 4) T|m|ng constrgmts:The setup con_stramt from the d(_alay
add two MUXes that are controlled by the MASK logic. Thanatching template is that the mask signalsmust be valid
MUXes output ther’ input bit except in the case when exactl efore the first matched delay signal is valid. This ensures that

three bit-slices are activated, in which case the MUXes outgli, SEtUP constraint for the next matched delay lines are also
the sign extension bit (which in this case is thi2 bit of satisfied. In addition, the reset and hold constraints, for the

2. As illustrated in Fig. 21, the number of MUXes needed igsymmetric and symmetric delay templates must be satisfied.

relatively small and they are typically not in the critical patH—Iowever, since there_z are no cor?dr_uonal mput_s connectt_ad to
Notice that some adders are eliminated in the area t&e controller, there is no other timing constraints associated

the highest bit-slice due to the precomputation of their sigv}lllth the controller.

bits which enabling area and power saving even more. For

example, thé)14 of ' >> 5 is precomputed and forwarded toE. Accumulator stage

the next adder block 14 of the second row. Our 4x4 matrix-vector multiplier consists of four accumu-
2) Speculative completion sensing circuitet us focus lators each responsible for summing up the multiplication

on the completion-sensing unit for our proposed hardwiredsults for a different matrix row. For each computation, the

multiplier. The critical path of the array depends on the cargccumulators accumulate four inputs corresponding to four

chain of the ripple carry adder highlighted in Fig. 21. Thisnatrix columns before asserting one output result.

path is partitioned into four bit-slices, as illustrated in Fig. 22. 1) Bit-slice partitioning accumulator: The bit-sliced ar-

To sense the completion of this adder, we use our speculatbrétecture extends to the accumulator stage. By extending

delay matching template discussed earlier. The completidhe bit-widths of each bit-slice by two in the accumulator

sensing unit is composed of four delay lines, matched to tetage, overflow/underflow is guaranteed not to occur during

four different bit-slices activated shown in Fig. 24(a). Théhe four iterations of accumulation. In order to ensure that both

mask signalsn from the datapath are fed as the select lineaput operands to each accumulator have the same number of
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Fig. 21. Proposed asynchronous fine-grained carry-save hardwired multiplier for 0. 353%@ere 0.35352 is expressed & {*z1) + (2~ "*xy) +
(2_5*:131) + (2_4*$1)+ (2_2*331).
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Fig. 24. Controller alternatives: (a) asynchronous controller (b) synchronous controller.

activated bit-slices, both operands are partially sign extend@dthe first accumulator operand. The multiplexdisl route
by PSBRs. either previous accumulator results or zero data as initial input

An example of PSBRb is shown in Fig. 23. The PSBR operand. To save power, the results are latches only if data is
first extracts the sign bit using its associated mask sigrial non-zero. We latch initial zero results at the beginning of each
for the current accumulation result. It then sign extends aitgration by introducing multiplexord/2.
newly activated bit-slices using a bank of MUXes that either 2) Speculative completion sensing circuilthe critical path
pass the current bit or the extracted sign bit depending on thfethe accumulators depends on the carry chain of the ripple
AND of the stored{»”’) and current mask signals:(). Notice carry adder. The speculative delay matching circuitry is there-
that the least significant 12 bits needs no sign extension sirfoee similar to that in multiplier with the mask sign@lRed_m
they are never forced to zero. acting as the select lines.

The mask signals associated with both input operands3) Accumulator controller:Similar to the multiplier stage,
(m',m'") produce a new mask signal® Red_m) by OR- two delay lines (driven bynul_nz and mul_z) are matched
ing function carrying out the worst-case mask signals. The zero and non-zero data computations respectively. In ad-
multiplexors M0 selectively feed the proper multiplier resultdition, for each computation, the controller AGir asserts
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the acc_req signal at the end of each computation indicatingerformed to verify correctness and to ensure that all timing

that the results are ready. Thec_latch-nz_first signal constraints are met. In particular, the delay line’s delay includ-

conditionally latches in zero data at the beginning of eveigg setup and hold constraints are adjusted more precisely at
computation and the intermediate results after every iteratitms step. The final step is to hierarchically generate the layout.
in which the input data is non-zero (i.ewul_nz is asserted). At this step, correctness and timing analysis are performed by
The acc_latch_nz_last signal updates the mask signals:’ extracting wire capacitance and thus considering the impact
with zero data at the end of every computation and tla# interconnection delays.

current mask (ORedh) after every iteration in which the input

data is non-zero. Fig. 24(a) shows that allgén blocks are A postlayout timing validation

implemented using conditional output control templates (spilt All designs discussed above were laid out in Hynix .35

or skip). . .
4) Timing constraints:The delay line has the setup Con_CMOS technology. We simulated our designs on the extracted

straint that the mask signals must be validdHed_m) before I2a5¥)ogt using Nanosim in typical environment i.e. 3.3V and

the first matched delay signal is valid.. In addition, ther(.a.is aWe validated timing constraints manually in postlayout and
setup constraint on the controller stating that the condnmngﬁowed all timing margins to be between 10% and 20%.

signals (0, c1) must be valid before a done signal from eithe\r/Vhere necessary these margins were achieved by careful

delay line is asserted. design of both the clock tree (for the synchronous design)
) ) and the delay lines (for the asynchronous designs).
F. Output storing and recovering stages

The output storing stage latches the results from the 3¢- Energy and throughput comparisons
cumulator stage at the end of each computation. The output

recovering datapath (FSBR) then recovers the sign bits usind®U" first experiment compares asynchronous designs using
its associated mask signals(’) using logic similar to the the PCFB control with two different delay lines: one using a

PSBR blocks. Note that there is no timing constraints for eithgfandard asymmetric dela_y in®CFBasy ) Vs One using
of these two controllers. the power efficient delay IllneP(CFBSYA,{.). _ _ .
We simulated our designs by applying five different in-
puts which activates zero to all bit-slices. Table Il displays
average power, cycle time and energy per cycle. The re-
Both synchronous and asynchronous controllers can §@t suggests that with comparable performance the design
integrated with the same datapath. To fairly compare Wi(j*sing PCFBgy; control yields up to 2% lower energy
our asynchronous designs, we implemented a gated-clockifign one using?CFB sy s control. Nevertheless, since the
synchronous controller with the same clocking conditions @gntroller contributes as little as 5% of the overall energy, the
the asynchronous design illustrated in Fig. 24(b). In additiomc B, ,, controller yields up to 40% lower energy than the
the controllers in Fig. 24(a) are implemented using PCF@;CFBASYM controller. Thus, we choose thBC FBgy i
TAPFB and ZQT4PFB templates, yielding three differentcontrol as the candidate design using PCFB control for the
asynchronous designs for us to compare to. Both Stand@é%aining comparisons.
and power-efficient asymmetric delay lines are used with thenext we compare three different asynchronous designs.
PCFB-based design for comparison while symmetric delgyple |V illustrates the worst-case forward laten&Z), cycle

G. Controller Alternatives

lines are used with both T4PFB-based design. time (r), and controller overhead)XH) of three designs for
each type of inputs from zero to all bit-slices activated. The
V. DESIGNFLOW, EXPERIMENTAL RESULTS AND results suggests that the T4PFB controllers operate 17-35%
COMPARISONS faster than PCFB’s and the ZD4PFB controllers run 1-9%

Our designs use a hierarchical design flow shown in Fitaster than T4PFB's.
25. First, after behavioral specification of the design is com- The result suggests the advantage of the APFB tem-
pletely specified, an architectural specification is constructpthte over the TAPFB template depends on the datapath length.
by describing each block behaviorally using Verilog. In pafor example, ZOT4PFB yields a 9% advantage for the zero-
ticular, the handshaking protocols between controller blockata case while it yields only 1% in case of all bit-slices
are explicitly modeled. At this step, functional correctness afctivated. Thus, the ZO4PFB template is more advantageous
our architecture is verified by simulation. Next, each bloctor designs with shallower datapaths.
is decomposed into gate-level where each gate is describe@urthermore, we simulated our synchronous counterpart by
behaviorally using Verilog. Dynamic timing analysis and opsetting the cycle time to slightly more than the worst-case
timization are performed that find the actual critical path in thierward latency (to compensate for clock skew). In particular,
datapath in term of gate delays. Additionally, timing analysihe worst-case latency of the accumulatatsc(bs3) is 19.8
is also applied to the control to estimate average cycle tinmes and we set the synchronous cycle time to 20 ns.
forward latency and control overhead. Gate-level simulation To quantify performance-power tradeoff, we setup 10 test
of each block is performed to ensure correct operation. Thases as follows. The first 7 test cases, each having 20 input
next step is to map each gate in our library into its transistorectors, are simulated using Nanosim on the extracted layout.
level implementation. A set of transistor-level simulations i©f these, the first 5 test cases demonstrate average cycle time
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Fig. 25. Hierarchical design flow.
PCFBasym PCFBgy um % lower | % lower
Test Power [ 7 Elcye || Power | 7 Elcyc overall | controller

Patterns|| (mW) | (ns) [(sN) (ns) (ns) (ns) energy energy
zero 125 7.4 925 13.1 7.1 92.3 0.16% 2-3%
bsl 435 | 166 | 722 427 | 16.8| 715 1% 10-19%
bs2 453 | 186 | 843 439 | 188 | 825 2% 20-40%
bs3 48.5 | 21.8 | 1055 47.8 | 21.7 | 1037 1.9% 19-38%
bs4 46.4 | 23.9 | 1109 45.5 24 1092 1.5% 15-31%

TABLE Il
COMPARISONS OFPCFB-BASED DESIGNS USING DIFFERENT ASYMMETRIC DELAY LINES

PCFB T4PFB Z0O_TAPFB
Test FL T OH FL T OH % faster FL T OH % faster
Patterns|| (ns) | (ns) | (ns) || (ns) | (ns) | (ns) | (vs PCFB) || (ns) | (ns) | (ns) | (vs T4PFB)
zero 3.4 7.1 3.7 4.1 4.6 0.5 35% 4.1 4.2 0.1 8.7%
bsl 12.7 | 16.8 | 4.1 126 | 13.1| 05 22% 126 | 128 | 0.2 2.3%
bs2 147 | 18.8 | 4.1 146 | 15 0.4 20% 145 | 147 | 0.2 2.0%
bs3 175 | 21.7 | 4.2 176 | 18.1| 0.5 17% 176 | 178 | 0.2 1.6%
bs4 198 | 24 4.2 19.8| 20.2| 04 16% 19.8 | 20 0.2 1.3%
TABLE IV
TIMING ANALYSIS OF THE PCFB-BASED, TAPFB-BASED AND ZO_T4PFB-BASED DESIGNS INCLUDING FORWARD LATENCY, OVERHEAD, AND CYCLE
TIME.
SYNC ASYNC-PCFB ASYNC-T4PFB ASYNC-ZO_T4PFB
Test T Elcyc | ET? T Elcyc | ET? T Elcyc | ET? T Elcyc | ET?
patterns || (ns) | (pJ) (ns) | (pI) (ns) | (pd) (ns) | (pJ)

zero 20 96 38 7.1 92 4.6 4.6 90 1.9 4.2 100 1.8
bsl 20 672 269 | 16.8 | 687 193 | 13.1| 673 115 | 12.8 | 700 115
bs2 20 776 310 | 18.8 | 818 289 15 786 177 | 14.7| 834 180
bs3 20 982 393 | 21.7 | 1037 | 488 | 18.1 | 962 313 | 17.8 | 983 311
bs4 20 1016 | 406 24 1099 | 633 | 20.2 | 1036 | 423 20 1047 | 417
mixed 20 830 332 | 18.9 | 894 319 15 863 194 | 148 | 870 191
LB 20 568 227 | 17.9 | 628 201 | 14.2 | 581 117 14 611 119
UB 20 826 330 | 21.4 | 890 406 | 17.7 | 860 270 | 175 | 875 268

Flower 20 705 282 | 17.7| 738 231 | 143 | 706 144 | 140 | 740 145
Football 20 705 282 | 178 | 738 234 | 144 | 706 146 | 141 | 740 147
Tennis 20 705 282 | 18.1| 738 242 | 147 | 706 152 | 144 740 153

TABLE V
DETAIL TIMING AND ENERGY ANALYSIS OF PCFB-AND T4PFB-BASED DESIGNS(CONTROL AND DATAPATH).
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and energy comparison of zero data and 4 different bit-slicksee PCFB-based design has a 18%? advantage while both
activated starting from zero data and then bit-slice one (bs1)20_T4PFB and T4PFB-based designs have up to a 49%
bit-slice four (bs4). Test case 6 is dedicated for mixed inpuéslvantage.

activating all bit-slices. Test case 7 and 8 derive bounds of

cycle time by arranging input sequences as follows. First, 20 VI. CONCLUSION

inputs with the same bit-slice-activation distribution as real This paper demonstrates the use of an efficient asynchronous
images are generated. Since the cycle time of a smaller ljtmdled-data pipeline design methodology on matrix-vector
slice is shorter than that of a longer bit-slice, the lower boungyltiplication for DCTs. Architectural optimizations that takes
(LB) is simulated by ordering inputs from small to big valuegidvantage of zero and small-valued data, typical in DCT
data. Further, since our DCT initializes every four iteratior1§nd IDCT, y|e|d both h|gh average performance and low
and the accumulators state dictates global performance, gfver. Novel control circuit templates and data-dependent
upper bound (UB) is arranged differently. By ordering frongielay lines are proposed to create low overhead integrated
big to small-valued numbers within each computation, Weontrol circuits capable of handling nonlinear pipelines and
obtain the worst-case cycle time for each iteration due to te@abling high average throughput. Comparisons with compa-
worst-case bit-slice alignment in the accumulator stage. Thghle gated-clocking synchronous counterpart suggest that the
last 3 test cases, derived from real images, have apprOXimat@IMposed asynchronous design y|e|ds 30% h|gher throughput

seven million input vectors and are simulated using Verilogyith negligible energy overhead and has a 49% befte?
XL with back-annotated timing. The energy metrics for thenetric.

last three test cases are estimated using a weighted average of
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