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Abstract—We investigate the problem of energy efficiency in transmission power control into account. This approach to joint
TDMA link scheduling with transmission power control using scheduling and power control was first taken by ElBatt and
a realistic SINR-based interference model, given packets of a Ephremides [9], [10], followed by others including [11], [12],

set of links to be transmitted within a latency bound. First . .
we formulate a fundamental optimization problem (TJSPC) [13], [14], [18]. Given a set of one-hop links and number of

that provides tunable tradeoffs between energy, throughput and Packets that need to be transmitted within a certain number
latency through a single parameter 3. We present both expo- of slots, thescheduling problenis to decide in each time

nential and polynomial complexity solutions to this problem and  s|ot which source-destination pairs communicate whidever

evaluate their performance. Our results show that for moderate  ¢,ntro| problemis to decide the transmission power of source
traffic loads, with appropriate tuning of parameters, major . .
nodes in a given slot.

energy savings can be obtained without significantly sacrificing . . o .
throughput. We then investigate the scheduling and power control In these prior works, the primary objective of the link
problem with the objective of minimizing the total transmission scheduling algorithm is to maximize the number of simul-

enl?r?_y g%itsu;ge{%e WnStraint that all transmission fefr!]UGStS a|1re taneous transmissions which maximize the throughput. While
satisfie - . e present an Iterative approac to solve Tnimi iccoi
JSPC-TR that leverages the heuristics for TISPC and converges :Eg ggr\:\é %rulce c:jnf{:lispr;i?]ies(rj;:gému:iznegs ct;nrsmr?[lsgig?ar?t% V(Ze;;zv?;r
rapidly to the setting of 8 which achieves energy efficiency while - " ' o R
guaranteeing data delivery. efficiency, because maximizing the concurrent transmissions
increases inter-sender interference and hence the total required
transmission power. Potentially significant energy savings are
l. INTRODUCTION possible through alternate link schedules. Even further energy
TDMA scheduled medium access is generally more energgvings may be achievable by trading off throughput and
efficient than random access, and is particularly suitable fiatency.
implementation with low overhead when traffic is predictable In this paper, we study the energy efficient joint scheduling
or slowly changing. Several studies have investigated TDM&nd power control problem. Our contributions in this work
scheduling techniques for ad hoc and sensor networks [&fe four-fold. First, we formulate joint scheduling and power
[2], [3], [6], [4], [5], [7]- In these studies, typically a simple control as a novel optimization problem that provides tun-
model for interference is used where a receiving node sedde tradeoffs between throughput, energy and latency. We
interference from another transmitter if and only if it is withirshow that the prior formulations in [9], [11] can in fact be
some nominal rang®&;. This model, while useful in providing treated as special cases of our formulation. Second, while
a simple graph-coloring approach to TDMA scheduling, can llke optimization problem that we formulate is NP-hard, we
quite misleading in practice. In reality, simultaneous wireleggesent both exponential and polynomial complexity greedy
transmissions within the nominal range do not necessarily cblased heuristic algorithms. Third, we show the performance
lide if the signal to interference plus noise ratios (SINR) at thaf these algorithms through simulation results and demonstrate
corresponding receivers are sufficiently high; and, at the othtee energy-latency-throughput tradeoffs that can be achieved
extreme, aggregate interference from multiple transmitters theith joint link scheduling and power control. Interestingly,
are well beyond the nominal range can be high enough to cauwsfind that, at least for moderate loads, major energy savings
collisions. can be obtained without significantly sacrificing throughput.
Another concern with many studies of TDMA in wireless=inally, we study the the energy efficient joint scheduling
ad hoc and sensor networks is that they ignore the possibiliigd power control problem with the objective of minimizing
of variable transmission power. In practical systems this camnimize the total energy cost subject to all packets of the
be an important tunable parameter for reliable and enerdiiks are transmitted within a latency bound.
efficient communication, because higher transmit powers can The rest of the paper is organized as follows. In section
increase the SINR at the receiver to enable successful receptipnve define the energy efficient joint scheduling and power
on a link, and lower transmission power can mitigate interfecontrol problem. We study the tunable joint link scheduling
ence to other simultaneously utilized links. and power control problem in section Ill. In section 1V,
We treat in this work TDMA link scheduling using awe investigate the problem of joint scheduling and power
realistic SINR-based interference model, explicitly takingontrol with transmission request constraint. We evaluate the



performance by simulations in section V. We then discussedhere «;; is the propagation attenuation of the signal from
the related works in section VI and conclude our work inode: to nodej, which is proportional tole wheren is the
section VILI.. path loss factor. We assume;s changes slowly so that we
can regardw;; as constant for the duration of a time frame
Il. ENERGY, LATENCY AND THROUGHPUTTRADEOFFS IN in the following discussion. We present an iterative approach
JOINT SCHEDULING AND POWER CONTROL to solve JSPC-TR that leverages the heuristics for TISPC
and converges rapidly to the setting @f which achieves
_ _ ) o ) energy efficiency while guaranteeing data deliveryV; is
We. first describe the basic application scenario and agg environment noise power at receivier?; and P, are the
sumptions. transmission powers of sending nodand k separately.
1) Consider a static wireless sensor network, all nodes are A data transmission on a linki, j) can be successfully
equipped with same radio with omni-directional antennggceived at the receiver only if the correspondifiNV R on

and share the same channel. The transmission powertt link is equal or greater than a given threshgid
the radio can be adjusted continuou$lyith constraints

on the minimum and maximum transmission power lev- SINR;; >~ (2)
els. The radio data rate is fixed.

2) Consider a general application in wireless sensor network,
each sensor node samples the environment periodicafly. Power Control
A node either reports to sink or communicate with
neighbors when an interesting event is detected. Sens{gg
data need to be processed or reported before a late

A. Application Scenario

If there is only one active linki, j), node: only needs
transmit at a power level just high enough to satisfy

. o . . 'NR;; > ~. However, if there are multiple active links in
dead_lme, su_ch as in fire detection or real time targ%e same time slot, because of the interfere among each other
tracking applications. ch node has to transmit at higher power in order to meet

. . e
3) The deadline can be per-hop deadline or end-to-end degds ¢,y p > ~ requirements, which increases the interference
line. In case of end-to-end deadline, we divide the eng-

. return. The power control problem is to compute a set of
to-end deadline by the number of hops so we have a p P P P

_ . L ansmission power for all links in a transmission scenario b
hop deadline for each link on the path. This is reasonah b y

since end-to-end deadline should be proportional to th§IV|ng the following optimization problem:

nymb_er c_>f_hop§ on the pat_h. minimize .. Py

4) Time is divided into equal sized slots that are long enough . J
for one packet transmission and grouped into frames. subject to SINRij 2 v
Some works on TDMA focus on minimizing the length of Prin < Pij < Prag, Vij links 3)
the frame subject to the constraint that every node or link
is assigned at least one slot. In this work, however, the Some distributed power control algorithms have been
frame length is chosen according on the per-hop latenejoposed for cellular network [8] and wireless ad hoc net-
deadline. works [9], which we will use directly in this paper.

5) Each node generates random number of packets of fixed\We call a transmission scenario/sefasible if a set of
length which need to be transmitted in one TDMAransmission powers are available such that¥h&/' i require-
frame. This is called a transmission request. Packets ma€nts of all receivers in the transmission scenario are satisfied.
transmitted within current time frame are dropped. A set is called amaximal transmission sef adding any

additional active link will result in an infeasible transmission

set. All subsets of anaximal transmission setre alsdfeasible
transmission setdVe refer the sum of the transmission power
The interference model that we consider is a SINR-baseglall active links in a transmission scenario as its energy cost.

TDMA system. LetG = (V,E) be the wireless sensor \wve make two important observations about the total trans-

netWOfk, withV representing the set of nodes in the netWOI’*ﬁission power of a feasible transmission scenario.

andE, the set of communication links. Given a lifk j) € E,

1 is the sending node anflis the receiving node. A link is

called active in a slot if node transmits data packet to node

j in that slot. We refer all active links in a single time slot

as atransmission scenarjor transmission setThe signal to

B. Interference Model

1) Two feasible transmission scenarios with same number of
concurrent transmissions could have significantly differ-
ent costs because of the different interference among the
the links, depending on the location and wireless channel

. . . . o . of the links.
interference and noise rati® { IV R) for link (z, 5) is defined 2) A feasible set's cost is always larger or equal to sum of
as: a;; P; the costs of its subsets.
YR
SINR;; = Q)
Nj + > pozi i Pr
1in practice, there may only be several discrete transmission power levels. It S; =U, Sk

This assumption, however can simplify the analysis and does not affect the
correctness of the algorithm. then C; >3, Cir 4



TABLE |

ﬁ. L ". 2 q 3 e 4 9. 2 ﬁ. SUMMARY OF THE NOTATIONS

- e=(3,7) A link with ¢ the sender and the receiver
b= 1 01 2) T Number of slots in a TDMA frame
5, ={} C,=08 b Transmission request: Number of packets need to| be
sent for each link
5={4) =338 85={2} &=08 S The collection of all feasible transmission s8}, being
S,={1,5} <, =2.02 5, ={4) C,=0.8 one of the set
_ _ Sk(e 1 if link e is active in transmission set
5=(5) =338 5 =45} ;=08 M Q [S], number of feasible transmission set
. Ck Energy cost of transmission sgf;
Fig. 1. lllustration of energy efficient scheduling.is the number packets | 7 The scheduling solutionzy, is the number of times,
need to be transmitted for each linK.are all possible feasible transmission is chosen
scenariosC' are the total transmission power of the transmission scenarios| 3 Parameter to tune between throughput and energy

D. State of the Art of Joint Scheduling and Power Control qring that slot. The color of the boxes in a column indicates

In previous works on joint scheduling and power contrahe the energy cost of the transmission set in that slot. Red
[9], [10], [11], [18], the scheduling policy is to pack thecolor means high energy cost while green color means low
maximum number of links that can be active simultaneousgnergy cost. The meaning gfwill be explained later. When
in each time slot. The objective is to maximize the spati@ = 0, the transmission request is finished in less than 50 slots
reuse of system resources and the throughput. Although #red many transmission sets have high energy cost. While in
power control phase minimizes the transmission powers on the schedule chosen hy = 10, the transmission request is
scheduled links, this scheduling policy does not take enerfigished in more than 70 slots. Even for two sets having the
into consideration and thus may not be energy efficient. same number of active links, the energy cost of the set chosen

Figure 1 shows an example of energy efficient joirty 3 = 10 has much lower energy cost compared to the set
scheduling and power contfolGivend, the number of packets chosen by3 = 0.
need to be transmitted and all feasible transmission scenariosin the following sections, we will investigate two differ-
and their related costs, there are three possible schedules ématproblems of energy efficient joint scheduling and power
satisfy theb constraint; control.

1) Option 1: ChooseS;, S3 and S7;. The transmission

request is finished in three slots. The total energy cosf||. TISPC: TUNABLE JOINT SCHEDULING AND POWER
2 57:56. 2: Ch S9, S d Sg. Th issi CONTROL
tion 2: ChooseSs, an . The transmission . .
: rezuest is also finisaed ?in three6slots. The total eneréy Mathematical Formulation
cost is reduced to 6.2. In this section, we will formulate the tunable joint schedul-
3) Option 3: ChooseS,, S5, Sg and S;. The transmission ing and power control problem and show that prior works [9],
request now is finished in four slots. The total energy cobtl] can be treated as special cases of our formulation. First
is further reduced to 4.42. we describe the notation used.
This example shows thathe scheduling policy that Assume that a TDMA time frame contairls slots. Here
maximizes the number of concurrent transmissions is not 1 models the per-hop delay tolerance of the application. The

energy efficient and suggests two ways to achieve energjuration of a slot is normalized to 1. Lé(e) denote the
efficient schedule: number of packets need to be sent on link= (i,j) € FE

1) Choose energy efficient combination of feasible transmil. @ time frame. De_noté as a vector of siz¢x| with each
lement corresponding to a link.

sion sets. In the example, compare option 2 to option g We d oS h lecti ¢ all feasibl .
the combination ofS, + S is more energy efficient than e denoteS as the collection of all Teasible transmission
Each feasible transmission s§} is a vector

S1+ S7. This is because the interference between Iinkﬁets, and|5|. ith | 1ife i Ve in th
and 4 is higher than the interference between link 1 arﬁ’(lfi size B, wit Sk,(e) equal to Te 1S active in the set
5. Si. For each feasible sef;, there is an energy cost, =

2) Tradeoff latency for energy efficiency. In the exampleZSk@):l(Pe) Wh'Ch IS the sum of the energy cost aI_I a_ctlve
compare option 3 to option & is divided intoSs + S inks in that set in a single slot. Heré, is the transmission
Instead of being scheduled simultaneously in one sigPWer of link e from i to j. We ignore the reception power
link 2 and 5 are scheduled separately in two slots. B&S it is almost constant regardless of the transmission power.
cause of the elimination of interference, the total ener te deno'Fe the solution, W'tb’? being the number of times
cost is further reduced. at setSj is chosen. The maximum number of sets allowed

To better understand the tw roaches t Vi n}obechoseni?.
0 better understa € WO approaches 10 save energy,r,, o0 important metrics of a sensor network system

figure 2_(a) and 2(b) show two different schedules. .Eacc%(n be easily represented using the above parameters.
column is a slot and each colored box represents an active lin e
« Energy: The total communication energy costihslots:

2The data is collected by simulations described in section V Zk 2 Ch.
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Fig. 2.  An example of two different schedules ungkes= 0 and 3 = 10.

« Throughput: We use the number of packets transmittei reduced to maximizing throughput with no constraint on
in T slots to represent the throughput. The number ehergy consumption. Then the objective of the scheduling
slots that a linke is scheduled to be active }s, xSk(e). algorithm is to maximize the throughput, same as previous
However if a link is assigned a slot but there is ngcheduling algorithms[9], [11]. Without loss of generality, we
more packet to transmit, it is a waste of resource amdll assumen = 1 in the following discussion. Ag increases,
should not be counted. So the actual number of packet maximize the gain it is better to choose transmission
a link e transmits ismax(}_, =1Sk(e), b(e)) The to- scenario with less energy cost. So the application can increase
tal number of packets transmitted by all links is theng when it is more interested in saving energy and decrgase
Y oecrmaz(d 215k (e), b(e)). when the throughput is a more important metric. The choice

o Latency: T is the worst per-hop latency of a packet ifof 7" would be based on application-specific worst hop-to-hop
it is transmitted. A smallef” means that a packet needatency requirements.
to be transmitted in a shorter time frame, and hence a As f increases, the solution tends to choose transmission
smaller per-hop delay. sets with smaller energy cost. However, to prevent a trans-

It is clear that it is not possible to optimize these three metridission set from being chosen because of its low energy
simultaneously. Depending on the application requiremeng9st even if it does not contribute any throughput, there
different tradeoff strategies may be used. Some applicatiotiould be an upper bound fat. Let Cy,i,, = min, Cy and
may need all transmission requests be satisfied before fhesz = maxy |s,|=1 Ck. It is easy to see that to guarantee
deadline, while others may tolerate a certain number of packd@t a transmission set that can at least contribute 1 to the
drops. We will study the energy cost minimizing problenthroughput is preferable to the set with minimum cost, we
subject to transmission request guarantee in section IV. In thidve:

section we first form a problem that allows the applications to 1

choose different tradeoffs among energy, latency and through- ~Cmin < 1= Cnas = 7 < Crnan — Coim (6)

put.
This problem is NP-hard as it can be easily reduced

from the Maximum Coverage problem [17]. However based

Problem TJSPC: on the fast greedy heuristic algorithm with constant factor
max gain = O‘Zm‘w(z 21k (e), ble)) approximation in [17], we propose greedy based heuristic
B = algorithms and evaluate the performance by simulations.
—5Z$k0k
k

B. Heuristic Approaches

IN

T ®) 1) Exponential Complexity Greedy Approximatidn:this

S.t. Z:I?k
F section, we present a greedy algorithm that has a constant

By tuning a, 8 andT, we can achieve different tradeoffsfactor approximation to the optimum solution. Given the col-
between throughput and energy given the latency constrailection of all feasible transmission sefsthe greedy algorithm
Specially, if « is 0, the problem is reduced to minimizingselectsI’ transmission sets by iteratively choosing the set that
energy consumption with no constraint on throughput. Thenaximize the totalyain (defined in problem TJSPC) of the
the policy of the scheduling algorithm is to always seardcilready chosen sets plus the current chosen set. We denote this
the set with minimum energy cost. |§ is 0, the problem algorithm as Greedy.



The greedy heuristic can be proved to be(la— 1)- algorithm, however, continues to search for a transmission set

approximation algorithm. that can maximize the gain. Suppose the first admissible set is
Proposition 1: wt(Z) > [1 — (1 — $)*Jwt(OPT) > (1 — Sk, it will continue to drop the link with maximum MIMSR

%)wt(OPT) until there is only one active link. Suppose the following
This follows from the LEMMA 3.13 in [17]. For complete- transmission sets the node gets 8ge, Sks, ..., Skr. It is clear

ness, we show the proof in Appendix VIII. all these transmission sets are still feasible &g Si1... D

When 3 is 0, to maximize the gain, the greedy algorithnby,,. For each feasible sef;;, the node computes the re-
will choose a feasible transmission set which can maximitated gains by ) ., max (), v1Sk(e), be))—3 >k TkC.
the throughput, which leads to the solution to choose the Jdten the transmission set with the maximum gain is chosen
with maximum concurrent transmission. This is exactly thend b is updated. The whole process is repeated again until
scheduling algorithm in [9], [11]. eitherb = 0 or T sets are chosen. We denotes the algorithm
The complexity of the greedy algorithm is upper-boundeas DiGreedy.
by O(T|S|). A loose upper bound off| is 2¥, which means Algorithm DiGreedy
that the complexity of the algorithm is exponential to the. Collectb.
number of links. With the feasibility constraintS| can be 2. for i —1to T

greatly reduced. Cluster hierarchical structures which hage m «—number of unzero element in

been proposed widely for wireless sensor networks (e.g. 4n S(e) «—1if be) > 1

[15], [16]) can further reducES|. Since cluster size are chosers, for j «—mto1

to accommodate event monitor range, it is expected that@t Run power control algorithm fa§

any time if an event happens, most of the time only ong gain —ay, . pmaz(>, xkgk(e),g(e))
cluster may need to be active. Each cluster only schedulgs —BY, xxCy if S is feasible

its own data transmission while treating interference from, defer the linkk with MIMSR

other clusters as ambient noise. Interference from clusters {g. S(k) <0

away is negligible. Because only links within one cluster need . Select the feasible transmission Setvith maxi-
to be considered, the number of feasible transmission sets mum gain

is reduced considerably. We can further limit the maximurmp, 5<_(5_ S)

number of concurrent transmission links to a small nuniber 13, if b==0

since in practice as it is difficult to sustain a large number afs. break;

simultaneously active links in a given region. In this case, the 114 proposed DiGreedy algorithm has a complex-

number of feasible sets is upper bounded2by'. . ity of O(T|E|) which is polynomial to the number of
Even |S| can be reduced, the greedy algorithm neeggy s However, unlike the greedy algorithm which al-
to compute all possible transmission seéfsand their en- \aus choose the transmission scenario that maximizes
ergy cost in advance anq has an exponenual' pomplexny CgfzeEE maz(Y, 24k (€), b(e)) — B3, 2xC;, from all pos-
O(_T|S|) when_e\_/er th_e wireless c_hannel condition c_hangeé‘?ble transmission sets, the DiGreedy algorithm only choose
which makes it infeasible for practical use. However, it coulge trom the transmission sets that are obtained by deferring

be used as a framework or offline algorithm to give googhe MmiMSR link one by one. Therefore, it does not necessarily
insight on the performance of the network. In the next Sec“"é’uarantee q1 - L

e , = )-approximation to the optimal solution.
based on the greedy approximation algorithm, we propos§.g\yever it is practically implementable and we will show by
greedy based heuristic which does not need to pre-compyjg, jjations that it achieves comparable performance to the
all feasible transm|55|on sets W|_th_polynom|al compIeX|t_y. greedy algorithm.

2) Polynomial Greedy Heuristic:Assume that the link
gain a;; changes slowly compared to time franié the |/ 35pC_TR: HINT SCHEDULING AND POWER CONTROL
nodes need only to collect such information until a significant WITH TRANSMISSION REQUEST CONSTRAINT
change ofw;; happens. The parameters can also be updated .
incrementally. Therefore, we assumeg; is available in each A Problem Formulation
node. Secondly, at the beginning of each time frame, source In TISPC, we investigate the tradeoffs between through-
nodes will generate a control packet that contains the numlipait and energy efficiency. However, some applications may
of packets intended to its receivers. Therefore all source nodeguire all the transmission requests be satisfied. So in this
are aware ofb. We assume the control packet is smallesection, we study the problem of joint scheduling and power
compared to the data packet and the overhead is small. @gmtrol with transmission request constraint (JSPC-TR): Given
will not discuss the details of the control message exchangdransmission request, minimize the energy cost subject to the
protocol here. constraint that all transmission requests are satisfied within the
Given a transmission scenario, a source node first chdakency bound:
whether it is feasible. If it is infeasible, a link with min-
imum SNR or Maximum Interference to Minimum Signal
Ratio(MIMSR)[11] is deferred. Then the new transmission )
scenario is checked again. Previous scheduling algorithms will min >k ThCh
stop once an feasible transmission set is found. The proposed st > zeSk(e) > ble), Ve

Problem JSPC-TR:
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However, in all the simulations, we see a clearly decreasing
trend. Therefore, heuristically, we will assunte(s) is a
decreasing function.

Consider a typical curve in Figure 3which shows the
energy and number of slots used to transmit a transmission
request. LetT 100, so transmission request should be
finished in 100 slots. As shown in the energy curve, the energy
cost reduces ag increases, however at the same time, the
number of used slots also increase. The optimum operation
point is point A in which exactly 100 slots are used and the
energy cost is minimized. For practical purpose, we define a
tolerance zone of width, as shown in Figure 3. Here,is
a protocol parameter that determine the converge rate of the
protocol which we will show later. We denoteas the number
of used slots. The number of packets need to be transmitted

Fig. 3. The four characteristic regions in the number of used slot, enerlfy a transmission requestis N = Dok b(k).

VS. 3.

From figure 3, we identify four characteristic operation
regions(bounded by dotted line):

e smallg: u < T — e. In this sate, transmission requests

Ek xp <T (7)

This is still a NP-hard problem as it can also be reduced
from the maximum coverage problem. Even the scheduling
policy which always schedules maximum number of concur-
rent transmissions in each slot can not guarantee all trans-
mission requests be satisfied. However, here we assume that
the traffic load of the transmission requests are relatively low
compared to the capacity of the network so that at least the
scheduling policy that maximizes the concurrent transmissions
can schedule all transmission requestg’islots.

We leverage the heuristic solution of problem TJSPC to
solve JSPC-TR. First consider the following problem:

max gain = 3,5 maz(Y, xSk(e), b(e))
—B >k 2kCr _
S cen maa(3 oSk () b(e))

>k TkSk(e) > b(e), Ve (8)

In contrast to TISPC, there are two differences. First since
the transmission requests have to be satisfied, to minimize the
energy cost, we need to choose more energy efficient sets. So
we change the energy metric to energy efficiency metric which
is the average cost of sending one packet. Second, there is no
constraint on the total number of slots but the transmission®
request. This problem can be solved using the same greedy
algorithm for TISPC. Suppose for eaghthe solution isz”.
Define E(8) = 3, #, Ci. Then we need to find an optimum
£ that has the minimum energy cost:

E: mgn E(B)

S.t.

stz <T 9)

Supposes* is the optimumg, then #°" is the heuristic
solution to JSPC-TR. In next section, we discuss the algorithm*®
to find the optimumg*.

B. p*-search Algorithm

Generally, agj increases, equation 8 tends to find solutions
that are more energy efficient thus(g) decreases. Theo-

are satisfied within T slots. The energy cost is high.
It is clear that in order to reduce the energy cost, we
need to increases. However, this reduction must be
performed carefully so that the transmission request is
always satisfied. Intuitively, we need to achieve a bal-
ance between saving energy and satisfying transmission
request. By invoking the fact that the relationshipwof
vs. 3, for u < N, is near linear, this prompts the use of
the following increase strategy:

Uy

By g

ﬂz—i—l - 2
We will show later that such an update policy can re-
duce the energy cost while guaranteeing the transmission
request satisfaction.
opt-3: T — e < u < T. In this state, the network is
operating withine tolerance of the optimal point, where
transmission request is satisfied and energy cost is a
slightly higher. Hence the? is left unchanged for the
next frame:

Biv1 = Bi

large3: T < u < N. In this state, the network is
operating in a region that not all transmission requests
can be satisfied within T slots. It is clear that we need to
decreased aggressively. Since the relationship ofvs.

0 is near linear, we use a decrease strategy as follows:

T
Bi+1 = ﬂz 51
u;

We will show later by choosing; < 1, we can guarantee
that policy will converge to the opt-region.

xlarge3: v > N. In this sate, in all time slots, only one
link is active. This consumes the least energy, however
transmission request can not be satisfied within T slots
when T" < N. It is clear we need to decrease
aggressively. However in this regiomand is no longer
linear and we have no idea how largeis now. In order

retically, E£(3) is not a monotonically decreasing function. 3The figure is obtained by simulations discussed in section V.
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N=>"_b(e) Now we prove that the converge takg%—1] iterations.

Solve JSPC-TR using equation 8 with Let j be the first one when the network is in gptstate.
if u<T — e [*State is smallg*/ w
i1+ T
else ifT — e < u < T [*State is opts*/ Uj_o+T
B8=0 Uj_1 =T>T—26
else if I' < uw < N [*State is larges*/
8= pLs :
else if T > N [*State is xlargeg*/ 4y = uo + T ST _9i-1¢
5=pL0 2
end Thus, it takesj > logz(“21) iterates befores; > T —
e. In the whole process, the transmission request is always
Fig. 4. JSPC-TR protocol ang*-search algorithm. guaranteEd'

]
Proposition 3: Starting from large3 or xlarges3, the state

to converge to opf region and guarantee transmissiowill converge to opts.
request,3 need to be decreased more aggressively than Proof: Suppose the linear behavior far < T — € is

in the region of larges: u = af3. For largebeta state,u > T. So 5 is decreased by:
_a T T T
Piv1 = 51;1_52 Bit1 = Bi—b1 = Bo——01
. Wi [Th—o uk
with 52 < 51.

We will show in next subsection that starting from any region, Since o, <_1 and uy, > .T' B will keep dgcreas!ng “T‘“'
the aboved*-search algorithm converges to aptregion. it change to either opt region or smallg region which will
The entire JSPC-TR protocol is summarized in figure fonverge to opts t_)y Lemma 2.
The basic process is following: at a TDMA time frame, under Similarly, starting from xlarges, the network can also
the currentd and transmission request, the scheduler decideQverge to opp. u
the state of the network then adjustsaccording to thes*-
search algorithm. The updatetis then used for next TDMA V. SIMULATION RESULTS
frame. Here we assume the traffic requests change slowly We simulate the performance of the algorithms for a
compared to the converge rate of the-search algorithm.  stationary network consisting of a grid of 49 nodes. The
distance between adjacent nodes is set to 20 meter. The radio

C. Analysis parameters are set according to the CC1000 radio used in
First we present some analysis of thé-searching algo- Mote MICAZ2 [21], [22]. The minimum transmission power
rithm. Under the assumption of linear relationshipwofvs. 1S Pmin = —20dBm and the maximum transmission power

3 in small3 region/state, we are able to prove that networR Pmax = 5dBm. According to [19], The path loss factor
will converge to the opf3 state. Another assumption is thain & typical outdoor environment is 4 and the noise floor is
the traffic load in TDMA frame does not change abruptly. Tharound —105d¢Bm. The SN R threshold~ for successfully
proof is similar to the one used in [20]. packet reception is set to b&dB. We choose 42 links and

Proposition 2: Starting from small3, with linear relation- Pre-computed all feasible transmission sets and their energy
ship betweern: and 3, the state will remain smalk until it costs. The maximum number of active links in a transmission

converges to opt in [“=1] iterations. scenario is 5.
Proof: Suppose the linear behavior far < 7' — ¢ is
u=apf andu; <T —e. So thef is increased by: A. Simulation Results for TISPC
Bis1 = @(1 + Z) Besides the Greedy and DiGreedy algorithms, we also sim-
2 Uy ulate the scheduling algorithm (referred as MIMSR) proposed
Thus, in [11]. We simulated 20 time frames which consistiolots.
Uit = ﬂ(l + Z) _ uit T Each node randomly generates 1 to 6 packets to be transmitted
2 Uy 2 in each time frame. All results are averaged over 10 seeds.

Since B;41 > 3, the next state can either be smajl- From the simulations, we learned three key lessons, described
opt-3, larges or xlargef3. Suppose the next state is neithebelow.

small3 nor optbeta, thenu; 1 > T. Then, Lesson 1: By relaxing the latency bound, we can get
w+ T significant energy savingsin the simulation, we fix the traffic
Uit1 = >T load while increasing the latency boufid Figure 5 shows the

Hence,u; > T'. However this contradicts with; < T — ¢ impact of 7" on the energy cost performance of the algorithms.

since the startirjg state is small-Thus, the state can only be 4The unit of energy isl2.77 mJ, wherer is the transmission time of one
small-3 before it reaches opt- packet
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Fig. 6. Performance of MIMSR, Greedy and DiGreedy as a functiog wfith 7' = 100.

The packet reception ratio (which is directly proportional ttotal energy cost in 20 frames which consists of 100 slots
the throughput) remains abo@% for all T and 5. Larger respectively. Wher < 10, Greedy and DiGreedy can deliver
B can be used for higher latency bound because preferemtmost same number of packets. The energy cost decreases as
can be given to feasible transmission set with smaller energyincreases even though the number of packets delivered is
cost. AsT increases, the energy cost of Greedy and DiGreethe same. The energy savings can be as muckD#s This
decreases significantly. Compared to MIMSR which remaissiows the algorithms’ ability to choose a better combination of
around 435 regardless @f the savings can be as high as 50%ransmission scenarios. Wheh> 10, the number of packets
Figure 6(d) shows that total number of used slots for tiielivered by Greedy and DiGreedy begins to decrease. When
algorithms with the same traffic load and fix@d= 100. As [ > 15, the algorithms will always choose the transmission
MIMSR always schedules the maximal feasible set, it us&senario with only one link active that is most energy efficient.
less slots in transmitting the traffic. However, by increasing Thus the total number of packets can be delivered in 2000
Greedy and DiGreedy would give higher and higher prefereng®ts remains 2000. Figure 6(c) shows the energy efficiency in
on low energy cost transmission sets, thus increase the nunieems of the number of packets delivered in units of energy.
of slots used. The more slots used means more packets will®learly asg increases, the energy efficiency of the scheduled
transmitted at the end of a time frame, thus a higher averagg increases.
latency, but still within the latency bound. Lesson 3: DiGreedy algorithm has comparable perfor-
Go back to figure 2(a) and 2(b) which show the schedulésance to the Greedy approximation algorithior all the
computed by3 = 0 and 3 = 10 separately. Clearlyp = 10 is  simulations, Greedy and DiGreedy can save more energy
able to choose more energy efficient transmission sets.  than MIMSR while maintaining relatively same throughput
Lesson 2: By varying3, the algorithm is able to saveor at a little sacrifice of the throughput. As we can see
significant energy without hurting throughpuEigure 6(a) from all figures, DiGreedy, as a heuristic solution with no
and 6(b) shows the number of packets delivered and thpproximation guarantee, has almost the same performance as
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100 . _ _ . sensor networks. In the following, we discuss in detail about
those works as they are closely related to our work.
EIBatt and Ephremides [9], [10] considers the problem of

90f

3 8or 1 joint scheduling and power control in multi-hop networks.
2 ot | Their solution has two alternating phases: scheduling and
% sol power control. A transmission scenario (the selection of a
5 particular set of links to transmit data) is defined as valid
é’ 50f 1 if no node is to transmit and receive simultaneously and no
ER | node is to receive from more than one neighbor at the same

time. An admissible transmission scenario means that a set of

30F . . . . .
transmission power is available to satisfy & R constraints

—— p=0 . . . .
20r N T for all links in the scenario. In each slot the scheduling
10 . . . . algorithm first search a maximum valid scenario, which then

0 50 100 150 200 250

is verified by the distributed power control algorithm to see
if it is admissible. If the valid scenario is not admissible,
Fig. 7. The number of slots used under different traffic request load.  the scheduling algorithm drops the link with minimusiVv R
and the power control algorithm is rerun. Once an admissible
transmission scenario is found, the sources will transmit data
the Greedy which ig1 — { approximate to the optimization packets using the computed transmission powers in current

solution. slot.
The authors in [11] proposed a distributed joint scheduling
B. Simulation Results for JSPC-TR and power control algorithm for multicasting in wireless Ad

. . . . . Hoc Networks. As in [9], the algorithm in [11] also tries
We simulated thes*-searching algorithm under various : ; o .
) : . to schedule all links with data transmission requirement and
traffic load requests to find thé*. Then we compared the

. only defer the link with Maximum Interference to Minimum
performance of two different schedules computed dhy= . . . . .
8 Signal Ratio (MIMSR) until a feasible power control solution
0 and g*. All results are averaged over 10 seeds. In the : :
. . IS available. In both [9] and [11], while the power control
simulation,§; = 6, = 0.8 ande = 10.

) algorithm is optimal in mimizing the transmission power of a
Figure 7 and 8 show the number of slots and energy use . . : . :
- e . - single transmission scenario, the scheduling algorithm which
to finish the transmission request under different traffic lo

) : . ries to find a maximum valid scenario may result in a non-
separately. Under all traffic load request, our algorithm is able . L o
timal solution in terms of total energy consumption in

to operate in opf5 region and thus consume much less energ%? :
; - e ; ultiple slots.

while all transmission requests are satisfied witthiin= 100 Bhatia and Kodialam [12] derive a performance guaranteed

slots. The number of used slots 8y are always between 90 P 9

and 100, except for very low traffic load when the number &olynom|al e_lpproxmauon algorithm for jointly solving rgut—
. ing, scheduling and power control. However, they consider a
packets is less than 100.

slightly different interference model in which the SINR level
impacts the average rate rather than the success or loss of
individual packets. (In our paper, as in [9], [11], we will

Recently there have been several works ([9], [11], [12&ssume an interference model in which a radio can either
[13], [14]) on jointly scheduling and power control in wirelessuccessfully receive a packet or not depending onSthy R

VI. RELATED WORKS
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TJSPC to solve this problem by using the optimg@mvhich IX. APPENDIX

achieves energy efficiency yvhlle guaranteemg the satisfaction Proposition 4: wt(7) > [1 — (1 — %k]wt(OPT) > (1-
of transmission requests. Simulation results show 50% energ vt (OPT) ’

savings can be achieved without sacrificing throughput. ¢ Proof:  Supposer is the greedy solution in the first

slots, let
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Now, the gain of the first selcetdd— 1) sets iswt(G;_1).
The difference betweent(G,_1) to the gain of the optimal
solution iswt(OPT) — wt(G,;—1). Then at leastvt(OPT) —
wt(G;—1) worth of gain not covered by the firgt — 1)
sets are covered by tHE sets of OPT'. By the pigeonhole
principle, one of thel” sets in the optimal solution must cover
at leastwHOLT_wi(C 1) \orth of gain. Sinces; is a set
that achieves maximum additional gain, it must also cover at
least LHOPT_wi(Gi1) That js:

T
Now let us suppose for = 1, wt(Gy) > Pt then,
wt(Gi+1) = wt(Gl) + (wt(Gi+1) — ’wt(GJ)
> wh(Gy) + wt(OPT)T— wt(G;)
B 1 L, wt(OPT)
1 1. wt(OPT)
> (1— =)(1—(1—-=) —
> (1= 2)(1— (1 - ) wt(OPT) + 2

1 i+1
= (1-(1-7) Hwt(OPT)

> (1- é)wt(OPT)
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