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ABSTRACT

We develop closed-form expressions of the expected minisearch
energy cost and replication energy cost for both unstredtsen-
sor networks (which use blind sequential search for qugjyamd
structured sensor networks (which use efficient hash-based/-
ing). We use both the square grid and random topology to eleriv
each cost modeling. We find that the search cost of unsteattur
networks is proportional to the number of nod¥sand inversely
proportional to(r + 1) (wherer denotes the number of copies of
the target event). The search cost of structured networksois
portional tov/N/+/r while the replication cost of both structured
and unstructured networks is proportionalfaV (r — 1). Further-
more, the proportionality of those costs is independent luétiver
the topology is grid or random, which implies that the twodlap
gies have common structural characteristics in terms otheand
replication costs.

1. INTRODUCTION

There are two popular ways in which the wireless sensor net-

cost of maintaining the location information of all everttse un-
structured network doesn’t need the overhead of maintenanc

In this work, we focus on deriving closed-form expressioms f
the expected minimum search energy cost and replicatidrcoos
sidering structured and unstructured sensor networksgrithand
random deployments. Since the energy is one of the most pre-
cious resources and searching is one of fundamental opesati
the data-centric sensor network, it can be very useful tiveléhe
closed-form expressions of such costs in the sense thatctrey
be basis of other analytical modelings with tractable ojzation.
There are several related works as follows. For the stradtoet-
work, the minimum search cost is related with the shortett pe-
tween a sink and a source. For the unstructured network, e#has
expanding ring search mechanism in which the sink sendsesser
of controlled flooding until it finds the event information.h&hg
and Liu [4] have found the way how to construct the series of co
trolled flooding in order to minimize the expected search gog&n
the distribution of the event’s location. And Krishnamagtand
Ahn [2] have found the approximate closed-form expressioihe
minimum search cost under the uniform random node deploymen

work can be operated. One way is to be operated in a continuous@nd the uniform distribution of the location of target event

data gathering mode, and the other way is to consider the wire
less sensor network as a decentralized data storage systéem.
call the network of the latter mode the data-centric senstwark.
While the network in the continuous data-gathering modesup
lar, mainly because it is easier to analyze and simpler téament,
continuous data gathering from all sensors is generally wffi-
cient if most of the sensed information is not essentialf there
are multiple sinks that may need different subsets of theeseim-
formation at different times. In this case, however, thedantric
network might be more suitable for the energy efficiency.uchsa
data-centric approach, the sensed data can be stored leithly
or at one or more remote locations within the network. Evefart
mation is obtained by sinks through queries that are issnegno
on-demand basis.

When a sink knows where the nearest copy of the target event
information is stored (e.g. using hash-based data certiage
techniques such as GHT [5], DIM [6], etc.), the search cogtés
energy expenditure to send a query for the event to the taagkt
and bring the information back through the shortest path.ti@n
other hand, when a sink has no clue where the target resides, i
resorts to search for it blindly, which often is led to somet 6
flooding. We call the network which adopts the former scheimee t
structured network and the latter scheme the unstructiedonk.
While the structured network has smaller search energyatdke
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2. ASSUMPTIONS

The following are the key assumptions in our work:

e N nodes are deployed with constant density in a two-dimeasion
square area. The constant density implies that if the né&twor
size is increased, the deployment area grows proportionall

The radio radius of a node is R for all nodes.

There arem atomic events that are sensed in the environ-
ment. The distribution of events is assumed to be uniform in
the deployment area.

A total of r; copies of each event are maintained with a uni-
form distribution in the network by creating — 1 additional
replicas when the event is first sensed.

For each event, there are a total af; queries that are gener-
ated uniformly by the nodes in the network. Each query is a
one-shot query (i.e. requires a single response, not anzonti
uous stream), and is satisfied by locating a single copy of the
corresponding event.

We assume that the links over which transmissions take place
are lossless (e.g., using blacklisting) and present nofarte
ence due to concurrent transmissions (e.g., due to lowaraffi
conditions or due to the use of a scheduled MAC protocol).



e The total energy cost for storage and querying is assumed to

be proportional to the total number of transmissions. Parti
ularly, the unit successful transmission cost is assumed on
since it turns out to play a role only on scaling. And this pro-
portionality assumption is reasonable particularly feeg-
cycled sensor networks where radio idle times are kept to a
minimum.

3. MODELING SEARCH COSTS

3.1 Under the Unstructured Network of Grid
Topology

We derive this search cost expression using the trajedtasgd
query. We consider a two dimensional square grid topology of
nodes. The number of node in a row or a colum&/i¥. Each node
can communicate with the direct neighbors: the nodes Idcaite
the up, down, left, or right direction. We assume that a queri
issues a query which follows a path covering the whole nétwor
Note that by Lemma 1 we can find a path or linear topology corre-
sponding to the given grid topology which covers all nodethatit
visiting any node more than oncevfN is even. If it is odd, then
we need only one node which is visited twice by Lemma 2. We
therefore ignore the latter situation. Consider that lirtepology.
And let X denote the hop count to the nearest copy of the dgsire
event. The probability that the nearest one amorngpies is lo-
cated no more thah hops away from the querier is then given by
the expression:

P{X<k}:1—<1—ﬁ)
- N

Its probability mass function is simply as follows;

- (52) ()

Since each successful transmission is assume to incur &astit
one, the expected search cost of unstructured system eittrith
topology, denoted by’s .4, is given by,

Cong = Nzlk:P{X:k}
S (S

Since the following inequalities holds,
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the bounds of’; .4 are given by,
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This lower bound provides a good approximation (especialign

r is not large) and a lower bound is more meaningful in this work
we can approximate the search cost as follows:

C

1 (Nt 4o
Csu = —F— — N
“a NT( r+1 >
N N
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Note that we ignore the cost of way back here since it can bh&rsho
to be proportional to,/N/r from section 3.3, which is ignorably
small compared to the cost to locate a copy.

LEMMA 1. Given a square grid graph G where the number of
node in arow or column isn which is even, there is always a path
starting from any node s in G such that the path visits all node in
G exactly once.

Proof: Note that the path is a Hamiltonian path starting from
s € G'toany other node € G,t # s. LetB = (V° UV E) be
a bipartite graph with°| > |V*|. We will think of the vertices of
B as colored by two colors, black and white. All the verticed/8f
will be colored by one color, thenajority color, and the vertices
V! by theminority color.

The Hamiltonian path problert3, s, ¢) is color compatible if

1. Biseven (]V°| = |V'|) ands andt have different coloor

2. Bisodd (]V°| = |V!| 4 1) ands andt are colored by the
majority color (i.e.,s,t € V).

The Hamiltonian path problei(¥, s, t) is forbidden if it satisfies
one of the conditions as follows:

1. K is a l-rectangle, and eitheror ¢ is not a corner.

2. K is a 2-rectangle, ands, ¢) is a nonboundary edge (i.e.,
(s,t) is an edge, and it is not on the outermost face).

3. (K, s,t) is isomorphic ta K’, s’, t") which satisfies:

(a) K’ is an-by-m grid graph withn = 3 andm even.

(b) s is colored differently from’ and the left corners of
K'.

(c) s, <t,—1lor S, =2ands) <t.

We say that a Hamiltonian path problgi, s, ¢) is acceptable
ifitis color compatible and not forbidden. Then, it has bpesven
by Itai et al. ([7]) that there exists a Hamiltonian path frero ¢
in K ifand only if (K, s, t) is acceptable. Sind@ is a square grid
graph with even number of rows, it is not forbidden. Moreoger
is even and two of four corner nodes are white while the otlver t
corners are black. Hence, dfis black (or white), we set # s as
one of the corners that are white (or black). Th@H, s, ¢) is color
compatible. Therefore, there exists such a Hamiltoniah.pat

]

LEMMA 2. Given a square grid graph G where the number of
node in arow or column isn which is odd, there is always a path
starting from any node s in G such that the path visits one node
either once or twice but the other nodes exactly once.



Proof: SinceG is a square grid graph with odd number of rows, a querier in®, at (z,y), 1 < z < m,1 <y < m,(z,y) #

it is not forbidden and is odd (i.elV'’| = [V'!| 4 1). Now, we (1,1) without loss of generality, where: = Y. Since the hop

sett # s as one of the four corners each of which has the majority distanceH ,, .., between the two nodes (s — lzfy —1) and every
color. If s has the majority color, thefG, s, t) is color compatible (@.v)

node except the corner node can be the querier equally ,littedh
and so, there exists a Hamiltonian path f6t, s, t) by [7]. P g quatly y

L . . . expected hop distance is given as follows:
If s has the minority color, its neighbors have the majority colo P P g

Denoting one of it neighbors a$ £ ¢, there exists a Hamiltonian E[X] = P E;":l Hayy — m?(m—1)
path for (G, s’, t) because it is color compatible, and so the path o m2—1 o om2-1
{s, H(G,s',t)} visits all nodest € G,z # s exactly once and N (\/N B 1)
twice. _ A \2vr
O N _q
ar

3.2 Under the Unstructured Network of Ran- . YN

dom Topology 2vr

We derive the search cost expression using the optimal elxpan Therefore, the search cost which consists of the locatisarad
ing ring-based flooding query in our previous work [2]. We €on  the feedback cost (note that both costs are same) is as follow

sider a square area with nodes deployed with a uniform random i
distribution with the node density. Each node can communicate Cssg = 2E[X] = ~=
with any other node that is placed within a radio rargeand it NG

is assumed that the network is sufficiently dense so thatoalés 3.4 Underthe Structured Network of Random

within distancek R of the querier can be reached/nhops. The Topology
width of the area i9V. When modeling this search cost, we as- ] )
sume that the querier is located in the center of the regisomF Note that the expected hop distance from a querier to the near
our previous work [2], the expected search cost is given by, est copy of an event is given in the section I1.D. of our prasio
) work [2] as follows:
Coa =01 Tt 2 @ E[X] = VN r-I'(r)

. . . 2R\p T(r+3/2)
wherec; =~ 2.15, «cis the cost of unit successful transmission-
7w R?p (which is the number of one-hop neighbors)s the number Since both lower bound and upper boun ri(;/)m is proven to

of replicas excluding the original copy, addis the smallest hop  be proportional td /1/7 by Lemma 3, we can approximafé| X |

distance from the querier to cover all nodes. to be proportional ta //7 in terms of with good accuracy as

Note that the above equation (1) works well for the squara are fg|low:
topology as our previous work [2] suggests in its simulageation . VN
even though it assumes the circular area topology. Becausd, E[X] ~ SRS
n+1=randaL? = N in context of this work, we can get VP VT

where0.66 < c¢2 < 1.71 (we can get the more accurate value:of
Cl va = C1 @ using the curve fitting.)
' r+1 Therefore, the search cost composed of the locating coshend
Note that the previous work [2] also suggests in its simatatiec- feedback cost is given by,
tion Lhat this model als”o \llyl?rrs well even in the case that agen Cova = 2E[X]
can be a querier equally likely. a N
3.3 Under the Structured Network of Grid - Ryp &
Topology LEmMMA 3. For r > 1, thefollowing double inequality holds:

In the structured network, the search cost is related tola gfat 1 rT(r) 1
the lowest cost from a querier to the nearest node which hasbn 04Ve — < —— 2 0.531 =
the copies. We assume the shortest path routing schemetsbeh VT I'(r+3/2) VT
path would be their shortest path. We assume that@bies of an Proof: From Robbins 1955 [1], Stirling’s approximation can be
event are evenly deployed in the network so that there/areows, extended to the following double inequality:

each of which hag/r copies of the event; and between the two con- il 1 1
/ +5 1o / r+3

secutive columns or rows, there &N /1/7 — 2) nodes which 2’ 2e TR < D(r 1) < V2mrt T

do not have a copy of the event. Furthermore, the querier ean b Using this inequality,

any node with same probability in this network. Other assiionp

are same as those of the unstructured network. rb(r) = Ilr+ 1)1 }

Note that a querier is in the squage in which there are four > NP tze Tt
copies of the event which locate at the four cornersoof Note 3 1o,iq —pod 1

. . . 1“( +_) < V2 ( _|__)T+1 T3+t 1376

that the width ofD is v/N/,/r hop distance, hence the expected rTg mre3) €
hop distance from the querier to the nearest of these fouesop Thus
becomes the expected search cost. Consider the sguatteat is ' -
one of four equal-sized small squares after dividing thease/® r-T(r) > 3% ( 1 )T e%+m
by four; each side oD, has[%l nodes. If a node in the square I(r+2) 2r +1

®, sends a query for the event, the appropriate corner nodeshas i 0.4v/2 1 3
nearest copy. Suppose the the corner node is located Bt and > Udve W ®)



1. The expected search energy cost
i) Grid topology
(a) The unstructured network

N
r+1

Cs,ug -

(b) The structured network

VN

NG

2. The Expected Replication Energy Cost

Cs,sg =

i) Grid Topology

2
Crg = g\/N. (r—1)

ii) Random Topology
(a) The unstructured network

N
r+4+1

Cs,ua, =cC1

(b) The structured network
2 VN

T Ryp T

s,8a
ii) Random Topology
0.521405
JN

Cra=——VN(r—-1)
™a RW

Table 1: Summary of expected energy costs

The inequality of the equation (3) holds because of the \idlig
r+1

facts. Sinceg 1 — Tlﬂ is an increasing function and its value

is4/9 whenr = 1, this term is larger than 0.4 for atl > 1. In

i, 5 . . .
addition,e? T TZED 2 s greater tham? sincer is positive.
In the other hand, using the above double inequality of Rubbi
in the other way,

r-I(r) < Vorrt e Tt T

1., el 1
D(r+3/2) > Vor(r+3) e’ St

Hence,
r- F(T) < r,% 2r T 6%+W72T+7)
I(r+3/2) 2r +1
s31 1
< 60.031W (4)
. 9 r+1 14 7 ) .
Sincer > 1, (TTH < 1,ande? " 12r2r7 is an decreasing

function with respect te > 0, the inequality (4) holds.
O

4. THE REPLICATION COST
4.1 Grid Topology

The assumptions are same as those in the search cost.
that the expected replication cost does not depend on thgigge
schemes, but on the topologies. Suppose the leftmost atmhibot

Note

Using those quantities, we can simply get the average distan
from the event sourcgto a node in the network as,

_ 1 _
E[Hr [P = (pa,py)] = N1 > Ri;(D)
1,7

whereH,. ;, denotes the hop distance between two nodes in the net-
work.

Therefore, the average hop distance between an event gource
a node is given by,

| &R
ElHwg = > E[Hrg[p = (pz;py)]
pz=1py=1
_ 2VN(N+2)

3 N-1
2 2
~ 2 m+—)
3( VN
~ %\/ﬁ

Since there arér — 1) replicas in the network, the expected
replication cost is given by,

Crg = B[Hya) - (r =1) = VN -(r—1)

most node is at (1,1) on the XY plane, and a node which locatesi 4.2 Random Topology

thei” column from left andi*" row from bottom is ati, j) on the
XY plane. Suppose the original event is generategl at (p., py)
wherel < p, < n(= \/NL 1 < p, < n. The hop distance from
P to an arbitrary node &z, y) is given by(|z — pz| + |y — pyl)-
Now let’s divide the whole square network into four rectasgbo
that a internal boundary is a line parallehteaxis and ap, — 1 <

x < pa, and the other internal boundary is a line parallettaxis
and atp, — 1 < y < p,. Let R11(p) denote the sum of hop dis-
tances fronp to each node in the left bottom rectangl® (p) the
right bottom rectangleR2; (p) the left top rectangle, anft:2 (p)
the right top rectangle. It is easy to calculate those qtiastiFor

example,ng(ﬁ) = Z::pz 2551(23 — Pz + Py — y)

The assumptions for the replication cost of the random tapol
are also same as that of the search cost of the random topology
Let H,. , and D, , denote the number of hops needed to make one
replica of an event and the corresponding Euclidean distarec
spectively. Then, the expected replication cost is asvia]|o

_ ElDed].

Cra=E[Hro]-(r—1) (r—1) ©)

whereR is the radio radius of a node.
But, E[D,,.] is the average of Euclidean distances over all pos-
sible pairs of points in the square area, which is known tose a



follows;

E[Dr.q]

1
= W// \/(ml — y1)2 + (:CQ — y2)2d$1dy1d$2dy2
L
4

2+v2+5m (1+2)
W 15

[5] S. Ratnasamy, B. Karp, S. Shenker, D. Estrin, R. Govindan
L. Yin, and F. Yu, “Data-Centric Storage in Sensornets with
GHT, A Geographic Hash Table”, IMobile Networks and
Applications (MONET), Special 1ssue on Wireless Sensor
Networks, 8:4, Kluwer, August 2003.

[6] X.Li, Y.J. Kim, R. Govindan, and W. Hong,
“Multi-dimensional Range Queries in Sensor Networks”,
The First ACM Conference on Embedded Networked Sensor
Systems (Sensys03), November 2003.

%

0.521405 W (6) [7] A. Itai, C.H. Papadimitriou, J.L. Szwarefiter, “Hamitto

Paths in Grid Graphs3AM J. on Computing (1982),

Substituting the equation (6) into the equation (5), we catrilge 11:676-686

expected replication cost as,

Cru = 0.521:3051/1/ (r—1)
0.521405v' N N
= R0 (Ve=gm
NG W
= C3\/N(r -1)
where
0.521405
3 = ———

RJp
5. CONCLUSIONS

We have derived minimum expected search costs and replicati
costs in the several kinds of data-centric wireless serstvarks.

In Particular, we have considered structured and unstredtnet-
works under grid and random topologies. The final expressine
summarized in Table 1. One important thing to note is thatlifre
ference of each costs between the grid topology and the mando
topology is only the value of coefficient. This fact impliémt the
grid and random topologies have common structural chaistits

in terms of search and replication costs.

As an extended work of this paper, we have developed funda-
mental scaling laws for energy-efficient storage and queryn
wireless sensor networks [3]. In the paper, we have fountithiea
scalability of a sensor network’s performance depends ogthven
or not the increase in energy and storage resources withmooies
is outweighed by the concomitant application-specificease in
event and query loads.
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