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ABSTRACT
Wireless contention is the most important and least stud-
ied characteristic of multi-hop networks. It is the most
important because not only does it have a drastic effect on
the performance but also it is the fundamental property
which makes these networks very different from traditional
wired and single-hop wireless networks. Finite bandwidth
is only one of the sources of contention. In addition, there
is extensive interference among nearby links irrespective
of whether they have any common nodes. This is usually
alleviated by employing a scheduling mechanism. More-
over, even transmissions from quite distant nodes outside
the scheduling area may interfere with a link due to multi-
path fading. Contention is one of the least studied prop-
erties because of its complicated nature. This forces the
researchers to use simple, intuitive, but often unrealistic
models to keep the analysis tractable, which may lead to
significantly inaccurate conclusions.

This paper introduces a mathematical framework to an-
alyze wireless contention that models all three manifesta-
tions of contention, namely, finite bandwidth, local schedul-
ing, and interference from transmissions outside the schedul-
ing area. The framework can be used with any realistic
channel and mobility model, allows the derivation of ex-
act, rather than asymptotic, results, and it is quite accu-
rate. As a case study, we use the framework to compute
the expected packet delay of two popular routing schemes
for mobile ad hoc networks.

1. INTRODUCTION
Wireless contention is one the most important properties
of mobile multi-hop networks because of the following two
reasons: (i) It has a drastic impact on the performance
of these networks. For example, [11] shows that the ca-
pacity of a wireless ad hoc network does not scale because
wireless contention limits the maximum number of pos-
sible simultaneous transmissions. (ii) Contention makes
these networks very different from traditional wired and
wireless single-hop networks. As a result, the protocols
which were originally proposed for these traditional net-
works, perform badly when deployed in wireless mobile
multi-hop networks, see, for example, [7, 21].

Wireless contention is also a much more complicated phe-
nomenon than contention in wired and single-hop wireless
networks. Wired networks have to deal only with band-

width contention, that is, with the situation where a num-
ber of packets need to be transferred via a link, but the
finite link bandwidth prevents them from being transferred
instantly. In addition to finite bandwidth, single-hop wire-
less networks also suffer from contention for the medium
around the base station/access point as only one node can
communicate to the base station at a given time. Colli-
sions between the transmissions from nodes to the com-
mon base station/access point are avoided by deploying a
scheduling mechanism like TDMA, FDMA or CSMA-CA.
The situation for mobile multi-hop networks is even more
complex than in single-hop ones. First, in a mobile net-
work, it’s not even certain that all the packets waiting to
be transferred via a wireless link will make it before the
link breaks. Also, traffic via other nearby wireless links
may interfere directly with the link under consideration,
even when there are no common nodes between the two
links. In order to avoid collisions, the scheduling mecha-
nism will prevent such links from transmitting simultane-
ously. Finally, even transmissions from quite distant nodes
that lie outside the scheduling area may interfere with the
link under discussion due to multipath fading [1,40]. Thus,
contention in wireless multi-hop networks manifests itself
in three ways: (i) finite bandwidth, (ii) scheduling of trans-
missions, and (iii) interference from distant transmissions
outside the scheduling area.

Inspite of its importance, wireless contention in a mobile
multi-hop network has not been studied properly because
of its complicated nature. Most researchers do not even
incorporate wireless contention in their analytical studies.
Instead, they use simulations to study the performance of
these networks with contention. The few analytical stud-
ies which incorporate contention use models which make
intuitive sense and are simple enough to keep the analy-
sis tractable, for example the protocol model [9,11,17,27],
physical model [11], cell-partitioned model [22], conflict
graph [6, 13] etc. But, using simple models like the ones
mentioned above can lead to significantly inaccurate con-
clusions.

To illustrate the inaccuracy of simple models, in Figure 1
we plot the expected end-to-end delay between a source
and a destination when flooding is used for routing in a
mobile multi-hop network, using different contention mod-
els. We also plot the delay obtained from simulating the
network with IEEE 802.11 scheduling at the MAC layer,
Rayleigh fading at the channel, and receivers that declare
the transmission successful only when the signal to inter-



ference ratio is greater than a threshold. (Note that flood-
ing generates a lot of contention in the network and hence,
clearly brings out the inaccuracies resulting from unreal-
istic models.) Its easy to see that these simple models
predict results very different from the results obtained by
the simulation1. Even more disturbing is the fact that
using different contention models not only yield different
constants but can also lead to different asymptotic results.
For example, under a cell partitioned model, [22] obtained
a delay capacity tradeoff of λ ≤ Θ

(

D
n

)

where D is the av-
erage packet delay, n is the number of nodes and λ is the
average per node throughput; while [17] obtained a trade-

off of λ3 ≤ Θ
(

Dlog3n
n

)

for the protocol model. (Other

than the contention model, the scenario in both papers
is the same.) Additionally, the analytical techniques used
in all the previous papers depend on the specific mobility
and channel model at hand and cannot be easily general-
ized. [10] and [27] show that using different channel and
mobility models can yield different results too. Hence, an-
alytical studies should use more realistic models to be able
to predict more accurate results.
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Figure 1: Expected packet delay for flooding in
mobile multi-hop networks.

Its not that researchers do not use realistic models in
their analysis because they are unaware of which mod-
els accurately represent reality. It is well-known that the
scheduling scheme used in most real networks is CSMA-
CA. Trace analysis has shown that interference models
should be based on comparing the signal-to-interference
ratio to a threshold before declaring the transmission suc-
cessful [30]. [1, 40] show that the wireless channel suffers
from multipath fading and hence channel models like Rayleigh
fading and log normal shadowing are more accurate than
the disk model or the distance based attenuation model.
Traces also show that Random Waypoint and Random
Walk mobility models, even though are the most com-
monly used mobility models, do not closely resemble mo-
bility involving humans [12, 18]. Based on the intuition
derived from these works, more accurate community based
models have been proposed to model node mobility [33].
Taking all these factors in the analysis makes it intractable
which precludes their use in analytical studies. On a dif-
ferent point, inspite of using simpler, less accurate mod-
els, most of the previous papers present asymptotic re-
sults only. Although asymptotic results provide valuable

1The two main reasons why results from these contention mod-
els are so inaccurate are: (i) To keep the analysis simple, they
assume TDMA scheduling, even though in practice, TDMA is
not used in the context of such networks, and (ii) these models
do not incorporate the effect of multipath fading.

insights into the scalability of a family of protocols, ex-
plicit results are often necessary to design and compare
practical schemes.

The main contribution of this paper is the introduction of
a realistic yet analytically tractable framework to model
wireless contention. The framework incorporates all the
three manifestations of contention: finite bandwidth, schedul-
ing, and interference from nodes outside the scheduling
area. The framework can be used analyze any CSMA-CA
like or TDMA scheduling mechanism. It incorporates in-
terference from nodes outside the scheduling area by com-
paring the signal to interference ratio at the receiver to a
threshold before declaring the transmission to be success-
ful. The analytical methodology used in the framework
works for all the fading channel models, like Rayleigh fad-
ing, Rician fading, and log normal shadowing [25], and all
the mobility models which have a steady state node loca-
tion distribution. Further, it allows the derivation of ex-
plicit performance results rather than asymptotic values,
and works for a wide variety of practical routing strate-
gies. To keep the analysis tractable, instead of using sim-
plified, less accurate models, we make simplifying and jus-
tifiable approximations during the course of the analysis.
We use simulations to verify that these approximations
do not have a significant impact on the accuracy of the
analysis.

To demonstrate how the framework can be used to derive
performance metrics of interest, we find the expected end-
to-end delay for two different routing schemes. First, we
find the expected delay for shortest path routing in dense
networks. Then, we analyze epidemic routing [35] pro-
posed to route packets in sparse networks (also referred to
as Delay Tolerant Networks or Intermittently Connected
Mobile Networks [14, 34, 39]). Delay analysis with con-
tention in a wireless multi-hop network is a challenging
problem. Analyzing delay in sparse networks is even more
challenging as the routing schemes for these networks re-
quire the relay nodes to store, carry and forward packets.
To the best of our knowledge, this is the first paper to de-
rive highly accurate expected delay expressions for routing
schemes with contention in a multi-hop network.

The outline of the paper is as follows: Section 2 presents
the related work and points out the differences between the
proposed framework and the models used by prior works.
Section 3 presents the contention framework. Section 4
demonstrates how the framework can be used to find per-
formance metrics of interest for different routing schemes.
Section 5 presents simulation results to verify that the ap-
proximations made during the course of the analysis do
not have a significant effect on the accuracy of the anal-
ysis. Finally, in Section 6 we conclude and discuss future
work.

2. RELATED WORK
Gupta and Kumar [11] introduced two interference models:
a protocol model that assumes interference to be an all or
nothing phenomenon, and a physical model that considers
the impact of interfering transmissions on the signal-to-
noise ratio. These two models have been widely used in
subsequent papers [5, 9, 17, 27]. Another commonly used



N Area of the 2D space
M Number of nodes in the network
K The transmission range
Θ The desirable SIR ratio

sBW Bandwidth of links in units of packets per time slot

Table 1: Notation used throughout the paper.

contention model is the generalized physical model [20,29]
wherein the data rate is a function of the signal to interfer-
ence ratio at the receiver. [22] uses a cell partitioned model
for contention wherein the entire network is divided into
geographical cells and only one node can transmit success-
fully within a cell at a given time. [6,13] use a conflict graph
to model interference. The conflict graph indicates which
group of links mutually interfere and hence cannot be ac-
tive simultaneously. All these previous papers use TDMA
scheduling and assume that the schedule employed ensures
that no packet is lost due to interference. In a recent pa-
per, Bader et al [3] model interference by comparing the
signal to interference ratio to a desired threshold to decide
if the transmission was successful or not. Unlike previous
papers, it uses the Rayleigh fading model for the chan-
nel, and hence is more accurate. But, this paper also uses
TDMA scheduling which allows it to assume that a given
hop distance (distance covered in one hop) is achievable
given the average interference in the network. Moreover,
its analytical technique can be applied to static topologies
only.

The previous models and analytical techniques suffer from
at least one of the following drawbacks: (i) The papers
which use the protocol model, the physical model, or the
generalized physical model for contention present asymp-
totic results only. (ii) The papers which use a conflict
graph to model contention require the solution of a multi-
commodity optimization problem and, as a result, they
are not directly applicable to mobile networks. (iii) The
methodologies which derive results for mobile networks as-
sume a specific mobility model, usually the random walk or
random waypoint model, and it is quite hard, if at all pos-
sible, to extend them for more general, realistic mobility
models. (iv) The analytical techniques presented in these
papers cannot be used to analyze CSMA-CA like networks.
(v) With the exception of [3], all the other papers assume
that interference from nodes outside the scheduling area
will not lead to packet loss. The use of an ideal physical
layer model allows this assumption. Hence, these models
are not applicable to channels with multipath fading.

The proposed framework does not suffer from any of the
drawbacks of the previous analytical methodologies. In
particular, it models interference from distant nodes, works
for all the fading channel models, can be used to analyze
any CSMA-CA like or TDMA scheduling mechanism, al-
lows the derivation of explicit performance results rather
than asymptotic values, and is applicable to mobile net-
works under any general mobility model with a steady
state node location distribution, without the analysis be-
coming overly complicated.

3. CONTENTION ANALYSIS
3.1 Notation and Assumptions

We first introduce our notation and state the assumptions
we will be making throughout the remainder of the paper.

1. M nodes move in a two dimensional space of area N .

2. Radio Model: The signal to interference ratio should
be greater than a desired threshold, which we call Θ,
for the transmission to be successful. For ease of anal-
ysis, we assume that two nodes will try to transmit
to each other only if the link between them is in the
connected region (not in the transitional or grey re-
gion). [1,40] show that this is equivalent to assuming
that the nodes will transmit to each other when the
distance between them is less than K. (The value of
K depends on the transmit power.) Note that this
does not imply that transmissions from nodes at a
distance greater than K are not going to interfere
with the ongoing transmission or that the ongoing
transmission will always be successful.

3. Traffic Model: The arrival process at each node is
governed by a stationary stochastic process.

4. Channel Model: The analysis works for any chan-
nel model.

5. Mobility Model: The analysis works for any mobil-
ity model in which the process governing the mobility
of nodes is stationary and the movement of each node
is independent of each other. To simplify the pre-
sentation so that the underlying intuition does not
get lost in the analytical complexity, we will first
present the framework for a mobility model which
has a uniform node location distribution. Commonly
used mobility models like the Random Walk model,
the Random Direction model and the Random Way-
point on a torus satisfy this assumption as shown
in [2, 4, 33] Then, in section 3.4 we show how does
the framework extend to mobility models with a non-
uniform location distribution of nodes by present-
ing the framework for the Community-based mobility
model [33] (which has a non-uniform location distri-
bution of nodes and a number of other properties that
make it more realistic).

3.2 Three Manifestations of Contention

Finite Bandwidth: When two nodes meet, they might
have more than one packet to exchange. Say two nodes
can exchange sBW packets during a unit of time. If they
move out of the range of each other, they will have to wait
until they meet again to transfer more packets. The num-
ber of packets which can be exchanged in a unit of time
is a function of the packet size and the bandwidth of the
links. We also assume that the sBW packets to be ex-
changed are randomly selected from amongst the packets
the two nodes want to exchange2.

Scheduling: The framework is applicable to any CSMA-
CA like scheduling mechanism. For ease of presentation, in
2The instantaneous unfinished work in the queue in bits will
be the same for any work conserving queue service discipline
like FIFO, random queueing and LIFO. Hence, for constant
size packets, the throughput and the expected delay will also
remain the same for all the three schemes.



this paper we will analyze a variant of CSMA-CA schedul-
ing. In particular, the standard CSMA-CA algorithm pro-
hibits any transmission within one hop of the transmit-
ter and the receiver to solve the hidden terminal problem.
Here, we assume that the scheduling mechanism prohibits
any transmission within two hops from the transmitter ir-
respective of whether it is within one hop from the receiver
or not. (Note that nodes within one hop of the transmitter
are less than K distance away, and thus two hops away are
within 2K distance from the transmitter.)

For ease of analysis, we also assume that time is slotted.
At the start of the time slot, all node pairs contend for
the channel and once a node pair captures the medium, it
retains the medium for the entire time slot.

Interference: Even though the scheduling mechanism
is ensuring that no simultaneous transmissions are tak-
ing place within a distance 2K of each other, there is no
restriction on simultaneous transmissions taking place sep-
arated by a distance more than 2K. These transmissions
act as noise for each other and hence can lead to packet
corruption.

In the absence of contention, two nodes would exchange
all the packets they want to exchange whenever they come
within range of each other. Contention will result in a
loss of such transmission opportunities. This loss can be
caused by either of the three manifestations of contention.
In general, these three manifestations are not independent
of each other. We now propose a framework which uses
conditioning to separate their effect and analyze each of
them independently.

3.3 The Framework
Lets look at a particular packet, label it packet A. Suppose
two nodes i and j are within range of each other at the
start of a time slot and they want to exchange this packet.
Let ptxS denote the probability that they will successfully
exchange the packet during that time slot. First, we look
at how the three manifestations of contention can cause
the loss of this transmission opportunity.

Finite Bandwidth: Let Ebw denote the event that finite
link bandwidth allows nodes i and j to exchange packet A.
The probability of this event depends on the total number
of packets which nodes i and j want to exchange. Let there
be a total of S distinct packets in the system at the given
time (label this event ES). Let there be s, 0 ≤ s ≤ S − 1,
other packets (other than packet A) which nodes i and j
want to exchange (label this event ES

s ). If s ≥ sBW , then
the sBW packets exchanged are randomly selected from
amongst these s + 1 packets. Thus, P (Ebw) is equal to
∑

S P (ES)
(

∑sBW −1
s=0 P (ES

s ) +
∑S−1

s=sBW

sBW

s+1 P (ES
s )

)

. To

simplify the analysis, we make our first approximation here
by replacing the random variable S by its expected value in
the expression for P (Ebw)3. (Note that simulations results

3We incorporate the arrival process through E[S] in the analy-
sis. E[S] depends on the arrival rate through Little’s Theorem.
Thus, after deriving the expected end-to-end delay for a rout-
ing scheme in terms of E[S], Little’s Theorem can be used to
express the delay in terms of only the arrival rate.

(i) Finite Bandwidth
Ebw Event that finite link bandwidth allows exchange

of packet A
Event that i and j want to exchange s other

ES
s packets given there are S distinct packets in

the system
pex Probability that nodes i and j want to exchange

a particular packet

(ii) Scheduling
Esch Event that scheduling mechanism allows i and j

to exchange packets
Ea Event that there are a nodes within a distance

2K from the transmitter
Ec Event that there are c nodes in the 2K < d ≤ 3K

ring from the transmitter
Expected number of possible transmissions whose

t(a, c) transmitter is within 2K distance from the
transmitter

ppkt Probability that two nodes have at least one
packet to exchange

(iii) Interference
Einter Event that transmission of packet A is not

corrupted due to interference
Event that packet A is successfully exchanged

EM−a inspite of the interference from M − a nodes
outside the scheduling area

x Average number of interfering transmissions
ravg Average distance between the transmitter of the

interfering transmission and the desired receiver

Table 2: Notation used in Section 3.3

presented in Section 5 verify that this approximation does
not have a drastic effect on the accuracy of the analysis.)
Scheduling: Let Esch denote the event that the schedul-
ing mechanism allows nodes i and j to exchange packets.
The scheduling mechanism prohibits any other transmis-
sion within 2K distance of the transmitter. Hence, to find
P (Esch), we have to determine the number of transmitter-
receiver pairs which have at least one packet to exchange
and are contending with the i-j pair. Let there be a nodes
within a distance 2K of the transmitting node (label it
event Ea) and let there be c nodes in the 2K < d ≤ 3K
ring from the transmitter (label it event Ec). The nodes in
the 2K < d ≤ 3K ring have to be accounted for because a
node at the edge of the 2K circle can be within the trans-
mission range of these nodes and will contend with the
desired transmitter. Let t(a, c) denote the expected num-
ber of possible transmissions whose transmitter lies within
2K distance of the desired transmitter. Due to the back-
off mechanism, by symmetry all the contending nodes are
equally likely to capture the channel. So, P (Esch | Ea, Ec)
is equal to 1/t(a, c).

Interference: Let Einter denote the event that the trans-
mission of packet A is not corrupted due to interference
given that nodes i and j exchanged this packet. Let there
be M − a nodes outside the transmitter’s scheduling area
(this is equivalent to event Ea). If two of these nodes are
within the transmission range of each other, then they can
exchange packets which will increase the interference for
the transmission between i and j. Lets label the event
that packet A is successfully exchanged inspite of the in-



terference caused by these M − a nodes as EM−a. Then,
P (Einter | Ea) is equal to P (EM−a).

Packet A will be successfully exchanged by nodes i and j
only if the following three events occur: (i) the scheduling
mechanism allows these nodes to exchange packets, (ii)
nodes i and j decide to exchange packet A from amongst
the other packets they want to exchange, and (iii) this
transmission does not get corrupted due to interference
from transmissions outside the scheduling area. Thus,

ptxS = P (Ebw)×
∑

a,c

P (Ea, Ec)P (Esch | Ea, Ec)P (Einter | Ea)

=





sBW −1
∑

s=0

P (EE[S]
s ) +

E[S]−1
∑

s=sBW

sBW P (E
E[S]
s )

s + 1



 ×

∑

a,c

P (Ea)P (Ec | Ea)P (EM−a)

t(a, c)
. (1)

Next, we find expressions for the unknown values in Equa-
tion (1).

3.3.1 Finite Bandwidth
To account for finite bandwidth, we have to find P (E

E[S]
s )

(the probability that nodes i and j have s other packets
to exchange given there are E[S] distinct packets in the
system). Let pex be the probability that nodes i and j
want to exchange a particular packet. Now, since there
are E[S] − 1 packets other than packet A in the network,

P (E
E[S]
s ) =

(

E[S] − 1
s

)

ps
ex (1 − pex)

E[S]−s−1
.

The value of pex depends on the routing mechanism at
hand because which packets should the two nodes exchange
is dictated by the routing policy. Note that this is the only
term affected by the routing mechanism in the analysis.
We will derive its value for two different routing mecha-
nisms in Section 4.

3.3.2 Scheduling
To account for scheduling, we have to figure out P (Ea)
(the probability that there are a nodes within a distance
of 2K from the desired transmitter), P (Ec | Ea) (the prob-
ability that out of the remaining M − a nodes, there are
c nodes in the 2K < d ≤ 3K ring from the transmitter)
and t(a, c) (the expected number of possible transmissions
competing with the i-j pair).

Each of the other M − 2 nodes (other than i and j) are
equally likely to be anywhere in the two dimensional space
because the mobility model has a uniform stationary dis-
tribution. So, we use geometric arguments to figure out
how many transmissions contend with the transmission
between i and j.

Lemma 3.1. P (Ea) =

(

M − 2
a − 2

)

(p1)
a−2(1 − p1)

M−a

where p1 = 4πK2

N
is the probability that a particular node

lies within 2K distance of the transmitter.

Proof: The node is equally likely to be anywhere in the
two dimensional space. Consequently, p1 = Pr[a particular
node is within a distance 2K of the transmitting node] =
∫ 2K

0
2πr
N

dr = 4πK2

N
. Recall that nodes i and j are within

2K distance of the transmitter. So, P (Ea) =

(

M − 2
a − 2

)

(p1)
a−2(1 − p1)

M−a. 2

Corollary 3.1. P (Ec | Ea) =

(

M − a
c

)

(p2)
c(1 −

p2)
M−a−c where p2 = 5πK2

N
is the probability that a par-

ticular node lies in the 2K < d ≤ 3K ring from the trans-
mitter.

Proof: The corollary can be derived in a manner similar
to the proof of Lemma 3.1. 2

Lemma 3.2. t(a, c) =

(

1 + pappkt

((

a
2

)

− 1

))

+
(acpcppkt

2

)

where pa =
(

1
16 + A

4πK2

)

is the probability that
two nodes are within a distance K of each other given that
both of them are within 2K distance of the transmitter,
pc =

(

3
20 − A

5πK2

)

is the probability that two nodes are
within a distance K of each other given that one of them
is within 2K distance of the transmitter and the other node
is in the 2K < d ≤ 3K ring from the transmitter, ppkt =

1 − (1 − pex)
E[S]

is the probability that two nodes have at
least one packet to exchange, and A is a constant equal to
∫ 2K

K
x

2K2

[

K2cos−1
(

x2
−3K2

2Kx

)

+4K2cos−1
(

x2+3K2

4Kx

)

− 1
2

√

(x2 − K2)(9K2 − x2)
]

dx.

Proof: See Appendix. 2

3.3.3 Interference
The interference caused by other nodes depends on the
number of simultaneous transmissions and the distance
between the transmitters of these simultaneous transmis-
sions and the desired receiver. Given that there are M −a
nodes outside the scheduling area (event Ea), let there be
x interfering transmissions at a distance of r1, r2, . . . , rx

from the desired receiver. Then, using the law of total
probability, we get

P (EM−a) =
∑

x

∑

r1,r2,...,rx

P (EM−a | x, r1, r2, . . . rx)×

P (r1, r2, . . . , rx | x)P (x). (2)

While it is possible to calculate both P (x) and P (r1, r2, . . . , rx

| x) to substitute in Equation (2), the resulting expressions
would be very complicated. Motivated by this, we replace
x and the ri’s with their expected values. (Simulations re-
sults presented in Section 5 verify that this approximation
does not have a drastic effect on the accuracy of the anal-
ysis.) Since each node is moving independently of each
other, E[r1] = E[r2] = . . . = ravg. We label E[x] as x.

First, we compute ravg. Let f(r) denote the probability
density function of the distance between any two nodes.



The expression for f(r) depends on the shape of the area
in which nodes are moving. The following equation states
its value for a torus of area N :

f(r) =

{

2πr

N
r ≤

√

N

2

4r

N

(

π

2
− 2cos−1

(√

N

2r

)) √

N

2
< r <

√

N
√

2

. (3)

Hence, ravg =
∫

√

N
√

2

2K rf(r)dr = π
√

N

3
√

2
− 16πK3

3N
−

√

N
6

(√
2 (π − 1) − log

(√
2 + 1

))

.

Next, we compute x. For a pair of nodes to interfere
with the transmission between i and j, they should be
within range of each other, have at least one packet to ex-
change, and the scheduling mechanism should allow them
to exchange packets. Lets define pm to be the proba-
bility that two nodes are within a distance K of each
other. Since the stationary node location distribution is

uniform, pm = πK2

N
. These pair of nodes will have at

least one packet to exchange with probability ppkt (de-
fined in Lemma 3.2). The probability that the schedul-
ing mechanism allows a pair of nodes to exchange pack-
ets equals

∑

a,c
1

t(a,c)P (Ea)P (Ec | Ea). The values of

t(a, c), P (Ea) and P (Ec | Ea) were derived in Section 3.3.2.

Since there are

(

M − a
2

)

possible pairs of nodes, the ex-

pected number of interfering transmissions equals pmppkt
(

∑

a,c
1

t(a,c)P (Ea)P (Ec | Ea)
)

(

M − a
2

)

.

P (EM−a | x, r1, r2, . . . rx) is the complement of the out-
age probability and depends on the channel model. The
channel model only affects this term in the entire anal-
ysis. The outage probabilities have been calculated for
several realistic channel models including the Rayleigh-
Rayleigh fading channel [16] (both the desired signal and
the interfering signal are Rayleigh distributed), the Rician-
Rayleigh fading channel [37] (the desired signal has Rician
and the interfering signal has Rayleigh distribution), the
log normal shadowing channel [26] and the superimposed
Rayleigh fading and log normal shadowing channel [36].
The results from these papers can be directly used here to
make the framework work for any of these channel models.

Lemma 3.3. For the Rayleigh-Rayleigh fading channel

model, P (EM−a) =







1

1+
Θ( 2K

3 )
4

r4
avg







x

.

Proof: Kandukuri et al [16] evaluated the outage proba-
bility for the Rayleigh-Rayleigh fading channel to be 1 −
∏x

i=1
1

1+
ΘP R

i

P R
0

, where P R
0 is the received power from the

desired signal and P R
i is the received power from the ith

interferer. Assuming all the nodes are transmitting at the
same power level and α = 2 in the distance attenuation
model, P (EM−a | x, r1, r2, . . . rx) =

∏x

i=1
1

1+
Θr2

0
r2

i

, where

r0 = the distance between nodes i and j. Replacing r0, x
and the ri’s with their expected values gives the result. 2

Note that the preceding analysis ignores the interference
from a node outside the scheduling area transmitting to
a node within this area. (Section 3.3.2 takes care of the
opposite.) But, since the number of such transmissions
are very few as compared to the other transmissions tak-
ing place outside the scheduling area, despite their relative
proximity, their effect on the total interference is negligi-
ble. The simulation results in Section 5 verify this.

Now, we have all the components to put together to find
ptxS in Equation (1). In Section 4, we present case studies
to demonstrate how the framework is used for performance
analysis of routing schemes.

3.4 Extension: The Framework for a Mobil-
ity Model with Non-Uniform Node Location
Distribution

The preceding analysis assumes a mobility model with
a uniform steady state node location distribution. Real
world mobility traces indicate that this assumption is not
realistic [12,18]. Nodes usually have some locations where
they spend a large amount of time. Additionally, node
movements are not identically distributed. Different nodes
visit different locations more often, and some nodes may
be more mobile than others. Based on this intuition, Spy-
ropoulos et al [33] proposed a more realistic and ana-
lytically tractable community-based mobility model. To
demonstrate the applicability of the contention framework
to any mobility model, we rederive the terms in Equation
(1) which depend on the mobility model, for the commu-
nity based mobility model.

We first define the family of Community-Based Mobility
models: The model consists of two states, namely the ‘lo-
cal’ state and the ‘roaming’ state. The model alternates
between these two states. Each node inside the network
moves as follows: (i) Each node i has a local community
Ci of size ‖ Ci ‖= c2N, c ∈ (0, 1]. A node’s movement
consists of local and roaming epochs. (ii) A local epoch
is a Random Direction movement restricted inside area Ci

with average epoch length Lc. (iii) A roaming epoch is
a Random Direction movement inside the entire network
with expected length L. (iv) (Local state L) If the pre-
vious epoch of node i was a local one, the next epoch is
a local one with probability pi

l, or a roaming epoch with
probability 1 − pi

l. (v) (Roaming state R) If the previous
epoch of node i was a roaming one, the next epoch is a
roaming one with probability pi

r, or a local one with prob-
ability 1−pi

r. (Note that nodes are more likely to be found
within the community than outside the community.)

The Community-based mobility model can be used to model
a large number of scenarios by tuning its parameters. For
ease of exposition, we choose a specific scenario where all
the nodes belong to the same community, the pi

l and pi
r

for all the nodes i are the same and equal to pl and pr,
and the community is very small (which is the case for a
conference or an office building scenario). All nodes within
the community are within range of each other.

Equation (1) is independent of the mobility model, and
hence still holds. But, the values of P (Ea), P (Ec | Ea),



t(a, c) and P (EM−a) will have to be re-derived. In gen-
eral, these expressions can be evaluated after conditioning
on the current transmitter and receiver location. Then,
the law of total probability would be used to remove the
condition. For the community-based mobility model, we
condition over whether both the transmitter and the re-
ceiver or one of them or none of them, lie within the com-
munity. The following Lemma finds ptxS when both the
transmitter and the receiver are in the community.

Lemma 3.4. When the transmitter and the receiver are
within the community, the probability that they successfully

exchange the packet in one time slot is ptxS =
(

∑sBW −1
s=0

P (E
E[S]
s ) +

∑E[S]−1
s=sBW

sBW

s+1 P (E
E[S]
s )

)

×
(

∑M

k=2

∑

a,c Pr(Ek)

1
t(a,c,k)P (Ea | Ek)P (Ec | Ea, Ek)P (EM−a | Ek)

)

, where:

(a) Ek is the event that there are k nodes in the commu-

nity. P (Ek) =

(

M − 2
k − 2

)

πk−2
l πM−k

r where πl =

1−pr

2−pl−pr
is the probability that a particular node is in

the local state and πr = 1−pl

2−pl−pr
is the probability that

a particular node is in the roaming state.

(b) P (Ea | Ek) is the probability that out of the M − k
nodes in the roaming state, a of them are within a dis-

tance 2K of the transmitter and is equal to

(

M − k
a

)

(p1)
a(1 − p1)

M−k−a. The value of p1 was derived in
Lemma 3.1.

(c) P (Ec | Ea, Ek) is the probability that there are c
nodes within the 2K < d ≤ 3K ring of the transmitter

and is equal to

(

M − k − a
c

)

(p2)
c(1−p2)

M−a−k−c.

The value of p2 was derived in Corollary 3.1.

(d) t(a, c, k) = 1+ppkt

(((

k
2

)

− 1

)

+ pa

(

a
2

)

+ acpc

2

)

.

The values of pa, pc and ppkt were derived in Lemma
3.2.

(e) P (EM−a | Ek) is the probability that the packet ex-
change does not get corrupted due to interference from
other transmissions given that there are M − k − a
nodes at a distance of more than 2K from the trans-
mitter. For the Rayleigh-Rayleigh fading model, the
expression derived in Lemma 3.3 still holds, except
the expected number of interfering transmissions is

now equal to x = πK2

N
ppkt

(

∑

a,c
1

t(a,c)P (Ea | Ek)

P (Ec | Ea, Ek))

(

M − k − a
2

)

.

Sketch of Proof: The Lemma can be proved using geo-
metric and combinatorial arguments similar to the ones
made in the proofs in Sections 3.3.2 and 3.3.3. The main
difference here is that now only M − k nodes are moving
according to the Random Direction mobility model over
the entire network while the rest of the k nodes are within
the transmission range of each other. 2

The previous Lemma finds ptxS when both the transmitter
and the receiver are within the community. Similar Lem-
mas can be derived when only one of them is within the
community and when none of them is within the commu-
nity. Combining everything together and using the law of
total probability yields the unconditioned value of ptxS .

Remark: Other scenarios for Community-based mobility
where communities are not small and where only some of
the nodes share a community can be analyzed in a similar
manner by conditioning over whether the transmitter and
the receiver are in their local or roaming states. While
the complexity of the analysis increases as we go towards
a more generalized Community-based mobility model, the
analysis remains tractable.

4. CASE STUDY: DELAY ANALYSIS IN MO-
BILE AD HOC NETWORKS

This section demonstrates how the framework is applied
to derive expressions for performance metrics of interest
for different routing schemes. Specifically, we find the ex-
pected end-to-end delay for two different routing schemes:
(i) Shortest path routing in a fully connected mobile ad
hoc network and, (ii) Epidemic routing in an intermit-
tently connected mobile ad hoc network. Then, to demon-
strate an application of the framework to answer a real
world question, we derive the optimal parameter value
for a competitive routing scheme proposed for sparse net-
works [28, 34]. Though the analysis will go through for
any channel and traffic model, and any/more realistic mo-
bility models like the community based ones, for ease of
exposition, these case studies use the Random Waypoint
mobility model on a torus for node mobility, assume that
each node acts as a source sending packets to a randomly
selected destination and use the Rayleigh-Rayleigh fading
model as the channel model.

4.1 Shortest Path Routing in a Fully Connected
Mobile Ad Hoc Network

In this section, we consider mobile ad hoc networks which
are dense enough to be connected. Several different rout-
ing schemes have been proposed for such networks, for
example DSR, AODV, etc [24]. All these schemes assume
that at least one complete path exists between the source
and the destination and they try to find the shortest path
amongst all the possible paths. These schemes differ in
the way they find this shortest path. So, the overhead in-
curred by these schemes is different. But once the shortest
path is found, the delay incurred is the same. (We assume
that the additional delay incurred due to the higher prior-
ity of routing control messages is insignificant because the
size of routing control messages is much smaller than the
packet size.)

We now analyze the performance of shortest path routing
with contention in the network. We first find the value of
psp

ex (the probability that nodes i and j want to exchange
a particular packet) for shortest path4 and then find the
expected end-to-end delay.

4Note that pex is the only parameter in the framework which
depends on the routing scheme.



Lemma 4.1. psp
ex = 2

Mk
, where k = πK2M

N
is the average

degree of a node.

Proof: The proof follows from simple combinatorics. 2

Theorem 4.1. Let E[Dsp] denote the expected delay of

shortest path routing. Then, E[Dsp] =
√

2dSD

KptxScos( π
2k )

, where

dSD = π
√

N

3
√

2
−

√

N
6

(√
2 (π − 1) −log

(√
2 + 1

))

is the ex-

pected distance between the source and the destination and
k is the average degree of a node.

Proof: For a mobility model with a uniform node distri-
bution, [8] shows that the expected number of hops along
the shortest path from the source to the destination is ap-

proximately equal to
√

2dSD

Kcos( π
2k )

. The packet moves one hop

towards the destination in a time slot with probability ptxS

(given by Equation (1)) and with probability 1 − ptxS it
remains at the same position. Thus, the expected number
of time slots it takes to deliver the packet to the destina-

tion is equal to
√

2dSD

KptxScos( π
2k )

. dSD is equal to
∫

√

N
√

2

0 rf(r)dr,

where f(r) denotes the probability density function of the
distance between any two nodes on the torus and is given
by Equation (3). 2

Note that prior works have also modeled loss due to con-
tention with a loss probability to be able to solve for perfor-
mance metrics of interest [23, 28]. Our main contribution
is to explicitly derive the value of this probability (ptxS)
in terms of the network parameters.

4.2 Epidemic Routing in an Intermittently Con-
nected Mobile Ad Hoc Network

Intermittently Connected Mobile Networks (also referred
to as delay tolerant networks) [14, 34, 39] are networks
where most of the time there does not exist a complete
end-to-end path from the source to the destination. Even
if such a path exists, it may be highly unstable because
of the topology changes due to mobility and may change
or break soon after it has been discovered. This situation
arises when the network is quite sparse.

Epidemic routing [35] is one of the first schemes proposed
to enable message delivery in such networks. The underly-
ing idea behind epidemic routing is to flood the packet to
all the nodes. Whenever two nodes meet, they exchange
all the messages they don’t have in common. This way, all
messages are eventually spread to all nodes. The packet is
delivered when the first node carrying a copy of the packet
meets the destination. The packet will keep on getting
copied from one node to the other node till its Time-To-
Live (TTL) expires. For ease of analysis, we assume that
as soon as the packet is delivered to the destination, no
further copies of the packet are spread. [31,34,38] studied
the performance of epidemic routing without contention.
We now use the general framework to analyze its delay
performance with contention in the network.

Before analyzing epidemic routing, we first define some

properties of mobility models. We will use the statistics of
these properties during the course of the analysis.

(i) Meeting Time: Let nodes i and j move according to a
mobility model ‘mm’ and start from their stationary dis-
tribution at time 0. Let Xi(t) and Xj(t) denote the posi-
tions of nodes i and j at time t. The meeting time (Mmm)
between the two nodes is defined as mint{t : ‖Xi(t) −
Xj(t)‖ ≤ K}.

(ii) Inter-Meeting Time: Let nodes i and j start from
within range of each other at time 0 and then move out
of range of each other at time t1, that is t1 = mint{t :
‖Xi(t) − Xj(t)‖ > K}. The inter meeting time (M+

mm) of
the two nodes is defined as mint{t− t1 : ‖Xi(t)−Xj(t)‖ ≤
K}.

(iii) Contact Time: Assume that nodes i and j come within
range of each other at time 0. The contact time τmm is
defined as mint{t − 1 : ‖Xi(t) − Xj(t)‖ > K}.

The statistics of these properties for the Random Way-
point mobility model were studied by [15] and [33]. The
two important properties which we use during the course of
the analysis are as follows: (i) The expected inter meeting
time E[M+

rwp] for the Random Waypoint model is approx-
imately equal to E[Mrwp] and (ii) The tail of the distribu-
tion of the meeting time and the inter meeting time of the
Random Waypoint model is exponential.

Now we analyze the performance of epidemic routing with
contention in the network. To find the expected end-to-end
delay for epidemic routing, we first find E[Depidemic(m)]
which is the expected time it takes for the number of nodes
that have a copy of the packet to increase from m to m+1.

Lemma 4.2. E[Depidemic(m)] =
E[Mrwp]

m(M−m)psuccess
, where

psuccess = 1− (1 − ptxS)
E[τrwp]

is the probability that when
two nodes come within range of each other, they success-
fully exchange the packet before going out of each other’s
range (within the contact time).

Proof: E[Drwp
epidemic(m)] is the expected time it takes for

the copies of a packet to increase from m to m + 1. When
there are m copies of a packet in the network, if one of the
m nodes having a copy meets one of the other M−m nodes
not having a copy, there is a transmission opportunity to
increase the number of copies by one. For sparse networks,
we look at the tail of the distribution of the meeting time
which is exponential for the Random Waypoint mobility
model. The time it takes one of the m nodes to meet
one of the other M −m nodes is equal to the minimum of
m(M−m) exponentials, which is again an exponential ran-

dom variable with mean
E[Mrwp]
m(M−m) . Now when they meet,

the probability that the two nodes are able to successfully
exchange the packet is psuccess. If they fail to exchange
the packet, they will have to wait one inter meeting time
to meet again. But, since E[Mrwp] = E[M+

rwp] and both
meeting and inter meeting times have exponential tails, the
expected time it takes for one of the m nodes to meet one

of the other M −m nodes again is still equal to
E[Mrwp]
m(M−m) .



Hence, E[Drwp
epidemic(m)] = psuccess

E[Mrwp]
m(M−m) +2psuccess(1−

psuccess)
E[Mrwp]
m(M−m) + . . . =

E[Mrwp]
m(M−m)psuccess

.

We now derive the value of psuccess. With probability
1− ptxS , the two nodes are unable to exchange the packet
in one time slot. They are within range of each other for
E[τrwp] number of time slots. (We are making an approxi-
mation here by replacing τrwp by its expected value.) Then

(1 − ptxS)
E[τrwp]

is the probability that the two nodes fail
to exchange the packet while they are within range of each

other. Thus, psuccess = 1 − (1 − ptxS)
E[τrwp]

. 2
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Figure 2: Minimum value of L which achieves the
target expected delay for spraying based routing.
Network parameters: N = 100 × 100,K = 6,Θ =
5, E[S] = 30, T stop = 50, v = 1, sBW = 1.

Next we find the values of pepidemic
ex for epidemic routing

and then find the expected end-to-end delay.

Lemma 4.3. pepidemic
ex =

∑M−1
m=1

2m(M−m)
M(M−1)

∑M−1
i=m

1
M−1

1
m(M−m)

∑

i
j=1

1
j(M−j)

.

Proof: Let there be m copies of packet B in the network.
Then the probability that node i has a copy is equal to
m
M

and the probability that node j does not have a copy

given that node i has one is equal to (M−m)
M−1 . Thus, the

probability that node i and node j want to exchange packet
B given that there are m copies of packet B in the network

is equal to 2m(M−m)
M(M−1) .

Now, we find the probability that there are m copies of
packet B in the network. The copies of a packet keep on
increasing till the packet is delivered to the destination.
The probability that the destination is the kth node to
receive a copy of the packet is equal to 1

M−1 for 2 ≤ k ≤
M . Packet B will have m copies in the network only if
the destination wasn’t amongst the first m − 1 nodes to
receive a copy. The amount of time Packet B has m copies
in the network is equal to E[Dmm

epidemic(m)]. Hence, the
probability that there are m copies of packet B in the

network equals
∑M−1

i=m
1

M−1

E[Dmm
epidemic(m)]

∑

i
j=1 E[Dmm

epidemic
(j)]

.

Applying the law of total probability over the random vari-
able m and subsituting the value of E[Dmm

epidemic(m)] from
Lemma 4.2 gives pex. 2

Theorem 4.2. Let E[Depidemic] denote the expected de-
lay of epidemic routing. Then,

E[Depidemic] =

M−1
∑

i=1

1

M − 1

i
∑

m=1

E[Mrwp]

m(M − m)psuccess

(4)

Proof: The probability that the destination is the ith node
to receive a copy of the packet is equal to 1

M−1 for 2 ≤
i ≤ M . The amount of time it takes for the ith copy to

be delivered is equal to
∑i

m=1 E[Depidemic(m)]. Applying
the law of total probability over the random variable i and
substituting the value of E[Depidemic(m)] from Lemma 4.2
gives Equation (4). 2

4.3 Application: Spraying Small Fixed Number
of Copies to Reduce Overhead of Epidemic
Routing

In this section, we find the optimal parameter for con-
trolled replication or spraying based routing schemes [28,
32, 34] which have been proposed to reduce the overhead
of epidemic routing for routing packets in sparse networks.
In this approach, a small fixed number of copies are dis-
tributed to a number of distinct relays. Then, each relay
carries its copy until it encounters the destination or until
the TTL of the packet expires. By having multiple re-
lays looking independently and in parallel for the destina-
tion, these protocols create enough diversity to explore the
sparse network more efficiently while keeping the resource
usage per message low.

In this section we analyze how to choose L (the number of
copies used) in order for spraying based routing schemes to
achieve a specific expected delay. We want the minimum
value of L which achieves a target delay as bigger values
of L consume more resources.

First we state the value of pspray
ex for spraying based routing

and then the expected delay. The derivation proceeds in a
manner similar to the derivation of the expected delay of
epidemic routing.

Lemma 4.4. pspray
ex =

(

2Lpdest(L)
M(M−1)

E[Dspray(L)]
∑

L
k=1 E[Dspray(k)]

)

+

(

2
M−1

∑L−1
m=1

∑L
i=m pdest(i)

E[Dspray(m)]
∑

i
k=1 E[Dspray(k)]

)

, where

E[Dspray(m)] =

{

E[Mrwp]
(M−1)psuccess

1 ≤ m < L
E[Mrwp]
Lpsuccess

m = L
is the ex-

pected time it takes it takes for the copies of a packet to
increase from m to m + 1,

pdest(i) =







(

∏i−1
j=1

M−j−1
M−1

)

i
M−1 1 ≤ i < L

(

∏i−1
j=1

M−j−1
M−1

)

i = L
is the prob-

ability that the destination is the ith node to receive a copy

of the packet and psuccess = 1 − (1 − ptxS)
E[τrwp]

.

Theorem 4.3. Let E[Dspray] denote the expected delay
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Figure 3: Simulation and Analytical results for the expected delay of shortest path routing. Network
Parameters: (a) N = 40 × 40,K = 6,Θ = 4, E[S] = 20, Tstop = 0, v = 1 (b) N = 40 × 40,M = 300,K = 6, E[S] =
20, Tstop = 0, v = 1 (c) M = 300,K = 6,Θ = 4, E[S] = 20, Tstop = 0, v = 1 (d) N = 40 × 40,M = 300,Θ = 4, E[S] =
20, Tstop = 0, v = 1

of spraying based routing. Then,

E[Dspray] =

L
∑

i=1

pdest(i)

i
∑

m=1

E[Dspray(m)]. (5)

The expected value of delay depends on the value of L
through pdest(i) and E[Dspray(m)] (see Equation (5)).
E[Dspray(m)] depends on psuccess which again depends on
the value of L (see Lemma 4.4). Due to the complicated
nature of the function expressing E[Dspray] in terms of L,
we numerically solve for L. Figure 2 plots the minimum
value of L which achieves a target delay for different values
of M . (For reference, we also show the expected delay of
epidemic routing for each scenario.) Note that spraying
based routing has significantly better performance than
epidemic routing, because it creates far less contention.
Along the same lines, it requires a surprisingly low number
of copies to achieve good performance.

5. SIMULATION RESULTS
We use simulations to verify that the approximations made
during the course of the analysis do not have a significant
impact on the accuracy of the analysis by comparing the
simulation and the analytical results. We use a custom
simulator written in C++ for simulations. The simulator
avoids excessive interference by implementing a scheduling
scheme which prohibits simultaneous transmissions within
two hops of each other. (Later we will also present sim-
ulation results that compare our model with a simulation
scenario in which the standard IEEE 802.11 scheduling
scheme is used.) It incorporates interference by adding
the received signal from other simultaneous transmissions
(outside the scheduling area) and comparing the signal to
interference ratio to the desired threshold. The simulator
allows the user to choose from different physical layer, mo-
bility and traffic models. We choose the Rayleigh-Rayleigh
fading model for the channel, Random waypoint model for
node mobility and Poisson arrivals in our simulations.

We will run simulations to test the effect of all the major
approximations. The contention framework has the fol-
lowing two major approximations:
(i) Replacing S by E[S] in the expression of P (Ebw) in Sec-
tion 3.3: The effect of this approximation can be studied
by varying the value of pex, which in turn depends on M
for both shortest path and epidemic routing (see Lemmas
4.1 and 4.3). Figures 3(a) and 4(a) plot the expected delay

for shortest path and epidemic routing obtained through
analysis and simulations as a function of M . Since both
the curves in both the plots are close to each other, we con-
clude that this approximation is accurate enough for the
Poisson arrival process (which is the most commonly used
process to model arrivals in a network). In general, the ap-
proximation will become more inaccurate as the variance
in S will increase.
(ii) Replacing the random variables representing the num-
ber of interfering transmissions (x) and their distance from
the desired receiver (ri’s) by their expected values in Sec-
tion 3.3.3: The accuracy of this approximation can be
studied by varying Θ. Figures 3(b) and 4(b) plot the ex-
pected delay for shortest path and epidemic routing ob-
tained through analysis and simulations as a function of
Θ. Figure 3(b) shows that even though this approximation
worsens as Θ increases, yet the analysis remains accurate
enough.

The delay analysis of shortest path routing uses an ap-
proximate value for the expected number of hops along the
shortest path to the destination (see Theorem 4.1). The
effect of this approximation can be studied by varying N
and K. Figures 3(c) and 3(d) plot the expected delay for
shortest path routing obtained through analysis and simu-
lations as a function of N and K respectively. Since both
the curves in both the plots are close to each other, we
conclude that this approximation is accurate enough.

The delay analysis of epidemic routing makes the following
two approximations: (i) replacing the contact time by its
expected value in the expression of psuccess (see Lemma
4.2) and (ii) assuming the entire meeting and inter meet-
ing time distribution to be exponential. The effect of the
first approximation can be studied by varying N and K
while the effect of the second can be studied by varying
M . Figures 4(a), 4(c) and 4(d) plot the expected delay
for epidemic routing obtained through analysis and simu-
lations as a function of M , N and K respectively. Since
both the curves in all the plots are close to each other, we
conclude that the approximations are accurate enough.

All these plots show that the approximations do not in-
duce significant inaccuracies in the analysis. Finally, to
show the accuracy of the proposed framework as compared
to the previous models, we add the curve obtained from
our framework to the set of curves in Figure 1. Figure
5 presents the corresponding plot. The accuracy of our



model as compared to previous attempts is striking.

Unlike in Figures 3 and 4, in Figure 5 we use the stan-
dard 802.11 scheduling mechanism to derive the simula-
tion results. Thus, this curve also compares the accuracy
of using a two-hop scheduling mechanism in the analysis
instead of the more complex 802.11 mechanism. For this
plot, the two-hop scheduling is a good approximation, but
we expect that as the density of the network will increase,
the performance of the two-hop scheduling mechanism will
start to deviate from 802.11. As a final note, both Figures
4(d) and 5 plot the delay of epidemic routing (flooding)
as a function of the transmission range (K). But, in Fig-
ure 4(d) the network is more sparse and increasing K im-
proves the delay, whereas in Figure 5 the network is denser,
and increasing K results in increased levels of contention,
which, in turn, worsens the performance.
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Figure 5: Expected packet delay for flooding in
mobile multi-hop networks.6. DISCUSSION
This paper presents a framework to analyze wireless con-
tention. The proposed framework incorporates all the
three manifestations of contention, namely finite link band-
width, local scheduling and interference from nodes out-
side the scheduling area. It can be used to evaluate the
performance of a network under a wide variety of routing
strategies. The framework can be used with any realistic
channel and mobility models, and allows the derivation of
explicit, rather than asymptotic results. It is to be noted
that the analysis assumes that the network is in steady
state. As a case study, we use this framework to find the
expected packet delay for shortest path routing in a dense
mobile ad hoc network and epidemic routing in an inter-
mittently connected mobile network.

The analysis presented in this paper can be easily modified
for any scheduling mechanism which places restrictions on
the distances between simultaneous transmissions. Most
of the commonly used scheduling mechanisms, like CSMA-
CA and node exclusive scheduling (used for Bluetooth
networks) [19] belong to this category. Other scheduling
mechanisms like TDMA and ALOHA are even easier to in-
corporate in the framework because they specify the prob-
ability that scheduling allows a pair of nodes to exchange
packets, which directly gives P (Esch).

Another assumption we make is that the movement of each
node is independent of the other nodes. Derivation of the
expressions for P (Ea), P (Ec | Ea), t(a, c), x and ravg use
this assumption. Using a mobility model with correlated
movement patterns will change these derivations. These
expressions can be rederived after conditioning on the lo-

cation of the transmitter and receiver. The conditioning
can be removed by using the law of total probability. De-
pending on the actual correlation structure, the resulting
integrals might or might not be expressible in closed form,
but one can still find their values using numerical methods.

In ongoing work, we are using the proposed framework
to analyze and design more efficient routing schemes for
partially connected networks.
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Figure 4: Simulation and Analytical results for the expected delay of epidemic routing. Network Param-
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APPENDIX
Proof: (Lemma 3.2) It is given that there are a nodes
within 2K distance of the transmitting node. Hence, there

are

(

a
2

)

pairs of these nodes. Lets choose one such pair

and let pa = Pr[the nodes of this pair are within a distance
K of each other] and let ppkt = Pr[the nodes of this pair
have at least one packet to exchange]. Out of these a
nodes, i and j are within K distance of each other and have

at least one packet to exchange. The rest of these

(

a
2

)

pairs are within K distance of each other and have at least
one packet to exchange with probability pappkt. Hence, the
expected number of possible transmissions amongst these

a nodes is 1+pappkt

((

a
2

)

− 1

)

. To figure out the value

of pa, lets choose a pair of nodes amongst these a nodes
and label the nodes u1 and u2. The probability that a
node u1 is at a distance x away from the transmitter is
2πxdx
4πK2 . Conditioned over the fact that node u1 is at a
distance x from the transmitter, the probability that node
u2 is within K distance from u1 is equal to the common
area Y between the two circles in Figure 6 divided by total
area where node u2 can lie (= 4πK2) . Using results from
geometry, pa can be derived to be 1

16 + A
4πK2 . The value

of ppkt can be derived from simple combinatorics to be

1 − (1 − pex)
E[S]

.

Now, we quantify the contention due to the c nodes in the
2K < d ≤ 3K ring. Contention arises when one of the
a nodes can transmit to one of the c nodes. There are
ac such pairs. Lets choose one such pair and label the
corresponding nodes u1 and u3, where u1 lies within 2K



Figure 6: Node u1 is at a distance x from the trans-
mitter. If another nodes lies in the area Y or Z,
transmissions between them can contend with the
desired transmission.

distance of the transmitter while u3 lies in the 2K < d ≤
3K ring. Define pc = Pr[u1 and u3 are within a distance
K of each other]. Though both the nodes can transmit
to each other, contention with the desired transmitter will
arise only when u1 transmits to u3. Thus, the expected
number of transmissions contending are

acpcppkt

2 . To find
pc, notice that, conditioned over the fact that node u1 is
at a distance x from the transmitter, the probability that
node u3 is within K distance from u1, is equal to the area
Z in Figure 6 divided by the total area where node u3 can
lie (= 5πK2). In a manner similar to that used for the
derivation of pa, pc is derived to be

(

3
20 − A

5πK2

)

. 2


