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Abstract— A large body of work has theoretically analyzed the very low traffic rates, irrespective of whether the netwarlsparse
performance of mobility-assisted routing schemes for intermit- or not. For higher traffic rates, contention has a significargact
tently connected mobile networks. But the vast majority of these o, the performance, especially of flooding-based routimgses.

prior studies have ignored wireless contention. Recent papers 1, yemonstrate the inaccuracies which arise when contentio
have shown through simulations that ignoring contention leads .

to inaccurate and misleading results, even for sparse networks. IS ignored, we use simulations to compare the delay of three
In this paper, we analyze the performance of routing schemes different routing schemes in a sparse network, both with and
under contention. First, we introduce a mathematical framework ~Without contention, in Figure 1. The plot shows that igngrin
to model contention. This framework can be used to analyze contention not only grossly underestimates the delay, tsd a
any routing scheme with any mobility and channel model. predicts incorrect trends and leads to incorrect conchssidor
Then, we use this framework to compute the expected delays example, without contention, the so called spraying schbase

for different representative mobility-assisted routing schemes . : . .
under random direction, random waypoint and community- the worst delay, while with contention, it has the best delay

based mobility models. Finally, we use these delay expressionstinally, note that a qualitatively different type of inteittently
to optimize the design of routing schemes while demonstrating connected networks, that of non-sparse networks whichréee-i
that designing and optimizing routing schemes using analytical mittently connected due to severe mobility [25], will obugly
expressions which ignore contention can lead to suboptimal or suffer from contention too.

even erroneous behavior.
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I. INTRODUCTION
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Intermittently connected mobile networks (also referredas
delay tolerant or disruption tolerant networks) are neksorvhere
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most of the time, there does not exist a complete end-to-attd p 20 A e

from the source to the destination. Even if such a path exists 10— B e-ee- |----- R -t 7
it may be highly unstable because of topology changes due to A —— ® &
mobility. Examples of such networks include sensor netwddk SO A ected Maximum Cluster Sia T %

wildlife tracking and habitat monitoring [1], military nebrks [2], ) ) ) ) )
deep-space inter-planetary networks [3], nomadic comtiasmi Flg.'l. Companson of delay with and W|th9ut contention fcne_mdlfferent
. . routing schemes in sparse networks. The simulations witheoioin use the

networks [4], networks of mobile robots [5], vehicular adcho scheduling mechanism and interference model described itio8eti. The
networks [6] etc. expected maximum cluster size (x-axis) is defined as the pegerof total

Conventional routing schemes for mobile ad-hoc netwoitkes li nodes in the largest connected component (cluster) and isr&:rmameasure_
DSR, AQDV, etc. 7] assurme that a complete path exists betwef"=c™y n sparse neworks 7] The routng schemespmred are
a source and a destination, and they try to discover thedes pgt 2].
before any useful data is sent. Since, no end-to-end pails ex Incorporating wireless contention complicates the anglyg-
most of the times in intermittently connected mobile netsor nificantly. This is because contention manifests itself muanber
(ICMNs), these protocols will fail to deliver any data to &lit of ways, including (i) finite bandwidth which limits the nueb
the few connected nodes. To overcome this issue, researches of packets two nodes can exchange while they are within range
proposed to exploit node mobility to carry messages arotied (i) scheduling of transmissions between nearby nodes hwhic
network as part of the routing algorithm. These routing sohe is needed to avoid excessive interference, and (iii) ieterice
are collectively referred to asnobility-assisted or encounter- from transmissions outside the scheduling area, which meay b
based or store-carry-and-forward routing schemes significant due to multipath fading [27]. So, we first propase

A number of mobility-assisted routing schemes for intermitgeneral framework to incorporate contention in the perfamoe
tently connected mobile networks have been proposed in thealysis of mobility-assisted routing schemes for ICMNslevh
literature [8-18]. Researchers have also tried to themakyi keeping the analysis tractable. This framework incorpesadll
characterize the performance of these routing schemed 9%/, the three manifestations of contention, and can be used with
24]. But, most of these analytical works ignore the effect ainy mobility and channel model. In this framework, loss of a
contention on the performance arguing that its effect islsina transmission opportunity due to contention is modeled byss |
sparse, intermittently connected networks. However,mepapers probability. We propose a general analytical methodolagfirtd
[11,17] have shown through simulations that this argumemibt the exact expression for this loss probability in terms of th
necessarily true. The assumption of no contention is vallg for  network parameters for any given routing scheme. (Note ghat



previous paper [23] proposed modeling loss due to contentio Aj\; Numb’irresf%fotgsszigttﬁé”seMork
with a loss probability, but it did not discuss how to find thiss 1Ze The transmission range
probability analytically.) ) The desirable SIR ratio
We then use this framework to do a contention-aware perfor- spw | Bandwidt of inks In units of packets per time sigt
mance analysis for the following representative mobitigsisted TABLE |
routing schemes for ICMNs: direct transmission [16] whdre t NOTATION USED THROUGHOUT THE PAPER

source waits till it meets the destination to deliver the keac I
epidemic routing [8] where the network is flooded with the lgeic '
that is routed, and different spraying-based schemes B.221 We first introduce the network model we will be assuming
23] where a small number of copies per packet are injectesl irffiroughout this paper. We assume that thereldraodes moving
the network, and then each copy is routed independentlyrttswain & two dimensional torus of ares. The following two sections
the destination. For each of these schemes, we will find tae IPresent the physical layer, traffic and mobility models asst
probability due to contention using the proposed framewarid N this paper.

then find the expected end-to-end delay expressions. We first

derive the delay expressions for the two most commonly us@d Physical Layer and Traffic Model

mobility models, the random direction and the random waypoi
mobility model. But real world mobility traces have shownd
that random direction/random waypoint mobility models ac#

NETWORK MODEL

1) Radio Model: An analytical model for the radio has to
efine the following two properties: (i) when will two nodes
L . ; be within each other's range, (ii) and when is a transmission
realistic [28, 29]. So, we also analyze these routing sc © between two nodes successful. (Note that we define two nodes t

the more realistic community-based mobility model progbbg be within range if the packets they send to each other isvedei
Spyropoulos et al [20]. The analysis for the community-base - i - -
mobility model is similar to the derivations for the randoria d successfully with a non-zero probability.) If one assumeszple

X . . . istance- nuation model with ny chann i
rection/random waypoint mobility models. (Note that welinte distance-based attenuation model without any channehgaor

the analvsis for the random direction/random wavpoint riiobi interference from other nodes, then two nodes can sucdlyssfu
y R . yp riig exchange packets without any loss only if the distance baiwe
models because it is simpler, easier to understand andatisitur

extends to the derivations for the more complicated comtylunithem 1S Ie§s .than a deterministic value (also referred to as
based mobility model.) the transmission range), else they cannot gxc'hange angipack
) all. The value ofK depends on the transmission power and the

Note that other papers have studied the performance of thelistance attenuation parameter. However, in presence adiad
routing schemes without contention in the network. For exhannel and interference from other nodes, even though tades
ample, [11, 20] studied the performance of direct transimiss can potentially exchange packets if the distance betweem ik
[19-21] studied epidemic routing, and [12,17] studiededéht less thank, a transmission between them might not go through.
spraying based schemes. [24,30] are preliminary effortsuré A transmission is successful only when the signal to interfee
to analyze the performance of routing schemes under caotent ratio (SIR) is greater than some desired threshold.
Specifically, [24] studies the expected delay of epidemiging We assume the following radio model: (i) Two nodes are within
under the random walk mobility model and [30] studies randoneach other’s range if the distance between them is less Ahan
ized flooding and a spraying based scheme under the randami (ii) any transmission between the two is successful ibihe
waypoint mobility model. Here, we generalize our prior workSIR is greater than a desired threshéldNote that this model is
and provide results for more efficient routing schemes urademot equivalent to a circular disk model because any trarsaris
more realistic mobility model. between two nodes with a distance less thars successful with

Finally, we use these delay expressions to demonstrate tRaf€rtain probability that depends on the fading channelehod
designing routing schemes using analytical expressionighvh@nd the amount of |r?terference from other nodes.
ignore contention can lead to inaccurate and misleadingltees ~ 2) Channel Model:The analysis works for any channel model.
Specifically, we choose to study how to optimally design i 3) Traffic Model: Each noc_;le a_lcts as a source sending packets
based schemes, since it has been shown that they have sup&i@ randomly selected destination.
performance [17]. We compare the design decisions thattresu
from analysis with and without contention, and highlight thB. Mobility Model
scenarios where ignoring contention leads to suboptimaven

. We will first present the delay analysis for the random di-
erroneous decisions.

rection/random waypoint mobility models [31] which are the
The outline of this paper is as follows: Section Il presentsiost commonly used mobility models for analysis as well as fo

the network model used in the analysis. Section Ill preserggnulations. But, the real world mobility traces show thathitity

the framework to incorporate contention in performanceymi®, models which assume that all nodes are homogeneous and move

and then Sections IV and V find the expected delay expressicasdomly all around the network, like the random directiom a

for different mobility-assisted routing schemes for theadam the random waypoint mobility models, are not realistic [28].

direction/random waypoint and community-based mobilitgdn Nodes usually have some locations where they spend a large

els. Section VI studies the impact of some approximationdenaamount of time. Additionally, node movements are not ideily

during the analysis on its accuracy by comparing the armallti distributed. Different nodes visit different locations racoften,

results to simulation results. Section VII then uses theesgions and some nodes are more mobile than others. Based on this

derived in the previous sections to demonstrate the inaecumtuition, Spyropoulos et al [20] proposed a more realisti

cies introduced by ignoring contention in the design of it analytically tractable community-based mobility modelatér,

schemes. Finally, Section VIII concludes the paper. Hsu et al [32] showed that the statistics of real traces match



with a time varying version of this community-based mofilit studied in [34]. Nodes which share the same community hédve di
model further proving that this model captures real worldoitity ~ ferent statistics than nodes which belong to different camities.
properties. So, we also present the delay analysis forrdiffe (Its easy to see that nodes which share the same community mee
mobility-assisted routing schemes for the community-das®- faster and stay in contact for a longer duration.) The twoartgnt
bility model. properties which we use during the course of the analysis are
1) Community-based Mobility ModeWe first define the fam- as follows: (i) The expected meeting time for nodes beloggin
ily of Community-based mobility models: The model consists to different communities is equal to the inter-meeting tifoe
two states, namely the ‘local’ state and the ‘roaming’ statee these nodes. However, note that the expected meeting agrd int
model alternates between these two states. Each node ihgidemeeting times for nodes belonging to the same community are
network moves as follows: (i) Each nodéas a local community not equal. (ii) Even though the overall statistics of the timge
C; of size|| C; ||= ¢2N, ¢ € (0,1]. A node’s movement consists ofand inter-meeting times for a community-based mobility elod
local and roaming epochs. (i) Wcal epochis a random direction iS not exponential, after conditioning on whether the twale®
movement restricted inside arez. (i) A roaming epochis a under consideration share the same community or not, theftai
random direction movement inside the entire network. (Mhe the distribution of the meeting and inter-meeting timesdmees
previous epoch of the node was a local one, the next epoch igxponential.
local one with probabilityp;, or a roaming epoch with probability

1 —p;. (v) If the previous epoch of the node was a roaming one, [1l. CONTENTION ANALYSIS
the next epoch is a roaming one with probability, or a local  This section introduces a framework to analyze any routing
one with probabilityl — py. scheme for ICMNs with contention in the network. We first

The Community-based mobility model can be used to modglentify the three manifestations of contention. Even tifothe
a large number of scenarios by tuning its parameters. Wesehog@roposed framework will work for any mobility model in which
a specific scenario closely resembling reality where theee ahe process governing the mobility of nodes is stationaxy the
r small communities. These communities are assumed to f@vement of each node is independent of each other, for ease
small enough such that all nodes within a community are withof presentation, we first present it for a mobility model wih
each other’'s range. We also assume that the nodes spend magbrm node location distribution in Section I1I-B (commly
of their time within their respective communities. This sad0 used mobility models like random direction and random warypo
corresponds to the real scenario of different nodes shdikegl on a torus satisfy this assumption [20, 35]). We then show how
communities like several office buildings on a campus or s#veto extend it to mobility models with a non-uniform node ldoat
conference rooms in a hotel, which is more realistic than distribution by presenting the framework for the commusiigsed
scenario where all nodes choose their community uniforntly enobility model in Section 1lI-C.
random from the entire network.
2) Mobility Properties: We now define three properties of ap. Three Manifestations of Contention
mobility model. The statistics of these three propertief be
used in the delay analysis of different mobility-assistedting Finite Bandwidth: When two nodes meet, they might have more
schemes. than one packet to exchange. Say two nodes can exchasge
(i) Meeting Time: Let nodes and ; move according to a packets during a unit of time. If they move out of the range of
mobility model ‘mm’ and start from their stationary distition each other, they will have to wait until they meet again tosfar
at time 0. Let X;(¢) and X;(t) denote the positions of nodés more packets. The number of packets which can be exchanged in
andj at timet. The meeting timeX/,»m) between the two nodes @ unit of time is a function of the packet size and the bandwardt
is defined as the time it takes them to first come within range e links. We also assume that thgy packets to be exchanged
each other, that i8/mm = min{t : | X;(t) — X;(t)|| < K}. are randomly selected from amongst the packets the two nodes
(ii) Inter-Meeting Time: Let nodes and j start from within Want to exchange
range of each other at timeand then move out of range of eachScheduling: We assume a CSMA-CA scheduling mechanism is
other at timet,, that ist; = min.{t : | X;(t) — X;(¢)| > K}. in place which avoids any simultaneous transmission witine
The inter meeting timeN{,,,,) of the two nodes is defined as thehop from the transmitter and the receiver. Nodes within eang

time it takes them to first come within range of each othermgaiof each other and having at least one packet to exchange are
that is My, = ming{t — t1 : ¢ > t1,[|X;(t) — X;(8)]| < K} assumed to contend for the channel. For ease of analysis, we

(iiiy Contact Time: Assume that nodesand j come within also assume that time is slotted. At the start of the time slibt
range of each other at timeé The contact timer,., is defined node pairs contend for the channel and once a node pair eaptur
as the time they remain in contact with each other before ngpvithe medium, it retains the medium for the entire time sloeg(S
out of the range of each other, that ig,, = min;{t — 1 : Se€ction Ill-B for more details.) _ o '
1Xi(t) — X;(1)|| > K}. Interferen_ce: Even though the_ sc_hedullng me_chanlsm is ensuring

The statistics of the meeting time, inter-meeting time ari@t No simultaneous transmissions are taking place wihia
contact time for the random direction/random waypoint rigbi NOP from the transmitter and the receiver, there is no Kgin

models are studied in [20,33]. The two important properti€d simultaneous transmissions taking place outside thedsdimg
satisfied by both these mobility models, which we use durlnglThe instantaneous unfinished work in the queue in bits wiltHeesame

the course of the analysis are as follows: (i) the expectéet-in for any work conserving queue service discipline like FIf@hdom queueing
meeting time is approximately equal to the expected meéitimg, and LIFO. Hence, for constant size packets, the throughpdittiee expected
and (ii) the tail of the distribution of the meeting and theein 9ueueing delay at each queue will also remain the same for altitree

. . . . schemes. In practice, note that one might use priority queguigistead of
meeting times is exponential. these traditional queue service disciplines to reduce thexatl end-to-end
These statistics for the community-based mobility model atelay, for example see the experimental results in [36].



area. These transmissions act as noise for each other acd hen_() Finite Bandwidth _
can lead to packet corruption. Epw Sf\/egtCIt(réitLlf|n|te link bandwidth allows exchange
In the absence of contention, two nodes would exchange a Evﬁm that; andj want to exchangs other
the packets they want to exchange whenever they come withip ES packets given there ar§ distinct packets in
range of each other. Contention will result in a loss of suchl . the system ‘ ‘
transmission opportunities. This loss can be caused bgreith Pex Zroggiz'ﬂltgrm?d’(‘gtdg ?ggtiﬂnwzzthteo m%XChange
the three manifestations of contention. In general, théseet ® Scpheduling P g
manifestations are not independent of each other. We nopoge E..r | Event that scheduling mechanism allowand j
a framework which uses conditioning to separate their efec to exchange packets
analyze each of them independently. E, Event that there are nodes within one hop from
the transmitter and the receiver
E. Event that there are nodes within two hops but
B. The Framework not within one hop from the transmitter and the receiver
Lets look at a particular packet, label it packetSuppose two Ha, ) tEr;E;?qtﬁtde rniusmvxk/)i?r:ir?zf I‘;Ojfs':’;ﬁctgaf?gm'fﬁg’”s whose
nodes: and; are within range of each other at the start of a time transmitter
slot and they want to exchange this packet. bgts denote the Dokt Probability that two nodes have at least one
probability that they will successfully exchange the packaing | packet to exchange
that time slot. First, we look at how the three manifestatiof (iii) Interference _ ,
contention can cause the loss of this transmission oppytun Binter Ec‘)’ﬁﬂt :Qgtéai”fon}ﬁiggrgafscm Is not
Finite Bandwidth: LetF;, denote the event that the finite Evenf that packefl is successfully exchanged
link bandwidth allows nodes andj to exchange packet. The En—q | inspite of the interference from/ — a nodes
probability of this event depends on the total number of peck outside the scheduling area _
which nodesi and j want to exchange. Let there be a total%f 2Lzl | Average number of interfering transmissions
distinct packets in the system at the given time (label thiene TABLE Il

Es). Let there bes, 0 < s < § — 1, other packets (other than
packetA) which nodes and;j want to exchange (label this event
E). If s > spw, then thespw packets exchanged are randomlghe event that packefl is successfully exchanged inspite of
selected from amongst these+ 1 packets. ThusP(E,,) = the interference caused by thede — a nodes asyr—.. Then,
Yo P(Es) (T2~ P(ED) + X000, “BY P(EY)). To sim- PBunter | Ba) = P(Ei—a). L
plify the aglalysis, we make our first gpproximzztion here by tﬁgcfléﬁglwmn be successfully exchanged by nodeand;j only

. ! . . g three events occur: (i) the scheduling meaaism
replacing the random variabl§ by its expected value in the g ovs these nodes to exchange packets, (i) nodesl; decide
expression forP(£y,,)%. (Note that simulations results presentegy exchange packet from amongst the other packets they want to
in Section VI verify that this approximation does not have axchange, and (iii) this transmission does not get cortuplige
drastic effect on the accuracy of the analysis.) to interference from transmissions outside the schedudireg.

Scheduling: LetE,., denote the event that the schedulinJhUS,

mechanism allows nodes and j; to exchange packets. The
scheduling mechanism prohibits any other transmissiomimvit Ptas = P(Ebw)ZP(Ea’EC)P(E“h | Ea, Be)P(Einter | Ea)
one hop from the transmitter and the receiver. Hence, to find “e
P(Es.1), we have to determine the number of transmitter-receiver sw -t B8] el spw P(EFS)
pairs which have at least one packet to exchange and arencbnte = Z P(ES) + Z s+1

NOTATION USED IN SECTION III-B

E]

ing with thei-j pair. Let there bex nodes within one hop from °=0 fTSEW
the transmitter and the receiver (label it evenf) and let there x Z P(Ea)P(Ee | EHV)P(EM—G). 1)
be ¢ nodes within two hops but not within one hop from the e t(a,c)

transmitter and the receiver (label it eveht). Thesec nodes .
have to be accounted for because a node at the edge of thNote that even though the proposed framework models the im-

scheduling area can be within the transmission range ofethd¥ortant factors contributing to contention like bandwidéstric-
nodes and will contend with the desired transmitter/rezrepair. 10NS, random access scheduling, fading effects and érerte

Let (a, c) denote the expected number of possible transmissioi@M multiple nodes, it does not model everything. Spedifica
contending with thei-j pair. By symmetry, all the contending it does not incorporate losses due to packet.colllsmns asskk
nodes are equally likely to capture the channel. BOE.., | due to finite queue buffers. Even though it would be doable
Eq,E.) = 1/t(a,c). to incorporate these two effects in the framewbrthis would

Interference: LetE; ... denote the event that the transmissiof®Mplicate the analysis quite a bit. Given that the impdrtan
of packetA is not corrupted due to interference given that node¥PECts Of contention in our setting have already beendedun
i andj exchanged this packet. Let there be— a nodes outside the framework, we choose not to further complicate the model

the transmitter's scheduling area (this is equivalent enew,,).

If two of these nodes are within the transmission range oheac sg?ogmgfci,orf& tThf; I?r?l'(”sgrr]‘ep(';‘;b%bi“georfeg :igkfrgﬁfe[ggﬂ‘m;ﬁd'otﬁi'
. - y u ink. uld u u ,@Bfi
other, then they can exchange packets which will increase ti%llision probability for a given topology for practical ®B\-CA schemes

interference for the transmission betweerand j. Lets label |ike 802.11, then find the probability of the topology océugrin the network
and finally remove the condition on the topology by using the &f total
2We incorporate the arrival process throud#{S] in the analysis.E[S]  probability. (i) Finite buffers: The expected number of kats in the queue
depends on the arrival rate through Little’s Theorem. Théter aleriving the of a node can be easily calculated as a functior£§]. Then well known
expected end-to-end delay for a routing scheme in term&d], Little's  bounds like the Chernoff bound could be used to find the priibathat the
Theorem can be used to express the delay in terms of only thalawmte. number of packets in the queue exceed the buffer size.



Next, we find expressions for the unknown values in Equation Lemma 3.2:t(a,c) = (1 + papprt ((5) — 1)) +acpeppr: Where
(). pa=1//,, %ﬁ*y)f(x,y)dxdy is the probability that two nodes

1) Finite Bandwidth: To account for finite bandwidth, we haveare within range of each other given that both of them are in
to find P(E") (the probability that nodesandj haves other the scheduling area. = [ /. . W f(z,y)dzdy is the
packets to exchange given there d@§s] distinct packets in the probability that two nodes are within range of each otheegiv
system). LetpZ, be the probability that nodesand j want to that one of them is within the scheduling area and the othdeno
exchange a particular packet for the routing schéinBlow, since is outside the scheduling area but within two hops from eithe
there areE[ba — 1 packets other than packet in the network, the transmitter or the receivepyr; = 1 — (1 —pfz)E[S] is the

P(EFS)) = E[S] -1 (PR)° (1 —p& )E[S]*Sfll The value Probability that two nodes have at least one packet to exgdhan

ex ex

o f(z,y)is the probability that a node within the scheduling area

of p;, depends on the routing mechanism at hand because whighy 5 distance: andy from the transmitter and the receiver
packets should the two nodes exchange is dictated by thegoutespectively, andis(x, y) is the average value of the area within
policy. Note that this is the only term affected by the rogtinhe scheduling area and within one hop from a node at a distanc
mechanism in the analysis. We will derive its value for difiét . and, from the transmitter and the receiver (see Figure 2). We
routing mechanisms in Section IV. state the value of (z,y) and Az(z,y) in the proof.

2) Scheduling: To account for scheduling, we have to figure  proof: See Appendix. ™
out P(E,) (the probability that there are nodes within the  3) Interference: The interference caused by other nodes de-
scheduling area)P(E. | E.) (the probability that out of the pends on the number of simultaneous transmissions and the
remainingM — a nodes, there are nodes within two hops from distance between the transmitters of these simultaneauns-tr
the transmitter or the receiver but not in the schedulingjpemd Missions and the desired receiver. Given that there/dre- a

. i nodes outside the scheduling area (evén), let there be
t(a, c) (the expected number of possible transmissions Compet'ﬂ@erfering transmissions at agdistancérggagb - from th:fe
with the i-j pair). ) Hrmb:

desired receiver. Then, using the law of total probabilitg get

P(EJW,G) = Z Z P(E]y{,a ‘ T,T1,72,.. .rw)x

‘ T T1,T2,.. Ty

(’ P(ri,r2,...,rz | ) P(x). 2
')\ While it is possible to calculaté®(x) to substitute in the ex-
' pression of P(Ex—.), the resulting expression will be very

complicated. Motivated by this, we replaae by its expected
A3 () value. (Simulations results presented in Section VI vetifgt
Fig. 2.  Tx and Rx denote the transmitter and the receiver. Nodés a this approximation does not have a drastic effect on theracgu

node within the scheduling area and at a distandeom the transmitter and Of the analysis.)

at a distancey from the receiver. The shaded area represehiér, y). First, we computeE([z]. There are(";®) possible pairs of

Each of the othen/ — 2 nodes (other thanandj) are equally nodes, and for a particular pair of nodes to interfere with th
likely to be anywhere in the two dimensional space becaull nsmission betweenandj, they should be within range of each

the mobility model has a uniform stationary distributior, Sve other, have at least one packet to exchange, and the salgduli

use geometric arguments to figure out how many transmissioWSChamsm should allow them to exchange packets. Hence, the

. . . . 2
contend with the transmission betwegand ;. expecteo! number of mterferlng_tzansmlssmns eqUBRS Dyt
Lemma 3.1:P(E,) = (M=2)(p1)*2(1 — p1)M~* wherep, = (Zue g PEDP(E | Ea)) (M57).

a—2

41 js the probability that a particular node lies within the NOw we computef(r) which denotes the probability density
scheduling area, which has an average value equalito— function of the distance between any two nodes. (Since eadé n

A2 1 o is moving independently of each otheftr) is the same for all
(27T + =g~ — 2cos (E)) K= the nodes.) The following equation states the expressiorf (fo
Proof: The node is equally likely to be anywhere in thdor a torus of areaV:

two dimensional space. Consequengly,= Pr[a particular node 2 , < VK
is within one hop of either the transmitter or the receiver] = f(r) = { 4 N L - 2 (3)
i o withi . r (=« -1 (YN VN VN -
Pr[a particular node is within one hop of the transmitter] faP ~ (5 — 2cos ( )) B <<%
particular node is within one hop of the receiver] - Pr[a jwatar

node is within one hop of both the transmitter and the reckive o
Replacing the distance between the transmitter and thevezce probability and depends on the channel model. The channetmo

' ' (2rt 52 2005~ (1)) 2 only affects this term in the entire analysis. The outagebaro
by its expected value yields = L 2 . Recall bilities have been calculated for several realistic chhnmadels
that nodes; and j are already within the scheduling area. Sancluding the Rayleigh-Rayleigh fading channel [39] (badkie
P(E,) = 1\5:22 (p1)*~2(1 — p1)M—, - desire.d.signal an.d the iqterfering signal are Raylei.grribis.med),
the Rician-Rayleigh fading channel [40] (the desired sidras
Corollary 3.1: P(E. | E.) = (M *)(p2)°(1 — p2)™ *"° Rician and the interfering signal has Rayleigh distribajjcand
where p, = #2341 is the probability that a particular the superimposed Rayleigh fading and log normal shadowing
node lies within two hops from either the transmitter othannel [41]. The results from these papers can be diresty u
the receiver but not within the scheduling area, afgl = here to make the framework work for any of these channel
(87r + 2435 _ 8cos! (%)Z,K2 is the average value of the areamodels. The following lemma uses the result from [39] to keri

within two hops from either the transmitter or the receiver. P(Ep_,) for the Rayleigh-Rayleigh fading channel model.

N 2r

P(Ey—a | z,r1,72,...75) IS the complement of the outage




Lemma 3.3:For the Rayleigh-Rayleigh fading channel model,(c) t(a,c, k) =1+ ppre (((*5%) = (3) = 1) + pa () + acpe).
i (L) J Proof: The probability of loss due to finite bandwidth is
(Brv—a) = [, {1+ = f(rydr. derived using the same arguments made in Section 1lI-B.1. To
Proof: Kandukuri et al [39] evaluated the outage probderive the probability of loss due to scheduling, we have to
ability for the R_allyleigh-Raerigh fading channel to He— find the number of nodes within the scheduling area, while to
- (1 + G’PP;) , where P£ is the received power from the derive the probability of loss due to interference, we hawe t
© find the number of simultaneous transmissions within thevogt

desired signal andP/® is the received power from the" d the dist bet the 1 it  th ire itz
interferer. Assuming all the nodes are transmitting at tames and the distance between the transmitiers ot these si

power level anda = 4 in the distance attenuation model ansmissions and the desired receiver. The proof of thiarla
e ori) 1 h is th is based on the following observation: All nodes within the
P(Ey—a | @,r1,7r2, . 10) = [Ty (14 75" ) wherergisthe  community are within the scheduling area while the remajnin

distance between nodésand j. Replacingro and« with their nodes will be uniformly distributed over the entire network
expected values and removing the conditionrga by using the (3 The probability that a particular node is in the locatestar
law of total probability yields the result. B the roaming stater{ and ) was derived in [20]. Since each of
Now, we have all the components to put together to fings these nodes in moving independently of each other, the numbe

in Equation (1). In Sections IV and V, we present case stuiesOf nodes in their local states is binomially distributednc the
demonstrate how the framework is used for performance aisalytransmitter and the receiver are in their local states (atest
of routing schemes. earlier), P(Ex) = (7)) s S

(b) The remainingV/ — k nodes are uniformly distributed over
C. Extension: The Framework for the Community-based Mgbilithe entire network. The probability thatof these nodes are within
Model the scheduling areaP(E, | Ej)) and the probability that of

Equation (1) is independent of the mobility model, and hendBese nodes are within the two hops from the transmitter er th
still holds. But, to extend the framework to a mobility moséth ~ receiver but not within the scheduling areR(€. | Ea, E)) is
a non-uniform node location distribution, the values RfE,), derived using the same arguments as used in Lemma 3.1 to be
P(E. | Ea), t(a,c) and P(Ex—a) will have to be re-derived. In €qual toP(E. | Ex) = (M) (p)**(1 - p1)™~* and P(E. |
general, these expressions will be evaluated after camifiy on  Fa> Bx) = (77 (p2)°(1 —p2)™ . p1 andp, were defined
the current transmitter and receiver location, and thea Jalv of and derived in Lemma 3.1 and Corollary 3.1 respectivelyafiyn
total probability would be used to remove the condition. note that there ar@/ — k — a nodes outside the scheduling area,

For the community-based mobility model described in Se#hich if within range of each other, are allowed to simultaunsly
tion 11-B, we will condition over whether the current trantar ~ transmit. Since, thes&/ — k — a nodes are uniformly distributed
and receiver be|0ng to the same Community or to differe@ver the entire network, the probability of loss due to iféence
communities and whether they meet within a community d¢ equal toP(Ey,—,—x) whose value was derived in Section IlI-
outside. For nodes belonging to the same community who mée8-
within their common community, let? ¢, denote the probability ~ (¢) Thek nodes within the community are within each other’s
that these two nodes are able to successfully exchangeieupeart range. Thez nodes within the scheduling area but not within the
packet inspite of contention. The probability of nodes hglag comMmunity, will be within the transmission range of thenodes
to different communities meeting within a community is riggl Within the community. However, they will be within each otise
ble as the communities are very small. (S|m||ar|y, the ptolua transmission range with probabiitya (deﬁned and derived in
of nodes belonging to the same community meeting within lgmma 3.2). The: nodes within two hops from the transmitter
Community not their own is also neg||g|b|e) If two nodes dut n O the receiver but not within the scheduling area will na& i
meet within any community, let? ¢, denote the probability that within range from thek nodes within the community, however
these two nodes are able to successfully exchange a particifiey Wil be within range of thex nodes within the scheduling
packet inspite of contention (irrespective of whether the t area with probabilityp. (defined and derived in Lemma 3.2).
nodes belong to the same community or different commupitieé\ll the node pairs within each others range will contend twit
The following lemma derives the value @ff,. For ease of the desired transmission only if they have at least one paoke
presentation, the following lemma assumes that the number&xchange (probability of this event is equalptg,; and its value
nodes sharing a community is equal 48, and the position of Was derived in Lemma 3.2). Putting everything togetherdgel
each community is chosen uniformly at random from the entiféa, ¢ k) = 1+ ppre (((“37) = (3) = 1) +pa(3) + acpe). u

network. The value ofpZ 4, is also derived in a similar fashion.

Lemma 3.4:pltg, = ( spw—1 p(gPISly | SEISI-1 spw
o 2ot ( VD W IV. DELAY ANALYSIS FOR POPULAR MOBILITY MODELS

E[S = . . '
p(E?! ]))X(Zk:Q e Pr(Er) ey P(Ba | Ex)P(Ec | Ea, Ex) In this section, we find the expected end-to-end delay of
P(Err—a—1)), Where: four different mobility-assisted routing schemes for mtétently
(@) E, is the event that there are nodes in the community. connected mobile networks, when nodes move according to the

y hTh : o . .
P(Ey) = (%:22) A2 * wherem, — 2:,,:% is the ranf_lom dlrhectl(;;or rar;dordwgypoiﬂt mob;!lty m?de!fﬁ Foc;rru]ea
probability that a particular node is in the local state anrgou.lngthsc elm ,Ryve gsf ﬁ'r('je . et;ou |r:g a?ﬁ:' m, fr:j
T = ——2L_ is the probability that a particular node is in erive the value op.; and finally derive the value of the expecte

2—p;—pr O HA
the roarﬁina state. end-to-end deldy Parameters that depend on the mobility model,

(b) P(E. | Ex), P(E. | Ea,Ex) and P(Ex—o_s) are derived are denoted by using ‘mm’ as a super- or sub-script.
ina m?!"_ner_Sim”ar_ to the derivation of the corresponding 4note thatpZ, is the only parameter in the framework which depends on
probabilities in Section I1I-B.2. the routing scheme.



A. Direct Transmission nodes not having a copy, there is a transmission opportdaity
Direct transmission is one of the simplest possible routirigcrease the number of copies by one. Since ICMNs are sparse

schemes. Noded forwards a message to another nofeit networks, we look at the tail of the distribution of the maeti

encounters, only ifB is the message’s destination. We noWime which is exponential for both the random direction and

ana|yze its performance with contention. the random Waypoint mObl“ty models. The time it takes for
Lemma 4.1:p% = m one of them nodes to meet one of the othé&r — m nodes

Proof: In direct transmission, each packet undergoes only €qual to the minimum ofn(M — m) exponentials, which
one transmission, from the source to the destination. A gackS again an exponential random variable with meﬁ%%
has node as its source with probability;. The probability that Now when they meet, the probability that the two nodes are abl
j is the destination given is the source is_- (the destination to successfully exchange the packepf§rciy. If they fail to
is chosen uniformly at random from amongst the othér— 1 €xchange the packet, they will have to wait one inter-meetin
nodes). Thus, the probability thatand j want to exchange a time to meet again. But, SincB[Mn.] = E[M,,] for both the
particular packet is equal t?ﬂi) (i is the source ang is the random direction and the random waypoint mobility modeli an

destination or vice versa). -t m both meeting and inter-meeting times have memoryless this

Theorem 4.1:Let E[D7™] denote the expected delay of direcexpected time it takes for one of the nodes to meet one of

transmission. Theng[D7™] = ZMmml \where E[M,,.,] is the the otherM —m nodes again is still equal t% Hence,

. . b"U.CCﬁ'S:S . , _ d . E ]\/Im‘nl d . d .
expected meeting time of the mobility model ‘mmp,...... = ElDepidemic(m)] —pi"-ﬁic‘éﬁww+2piﬁlc'i?§:”(1*p§ﬁiciﬁw)

E mm H HH mm mam P 3
1-(1—pits) 7mm is the probability that when two nodes comen% +...= % The value ofpefieclie can

within range of each other, they successfully exchange #tégt pe derived in a manner similar to the derivation jff,..... in
before going out of each other’s range (within the contatieti Thegrem 4.1. ]

Tmm)- _ , , Now, we find the value of¢?*4c™ic and then find the expected
Proof: The expected time it takes for the source t@ug-to-end delay for epidemic routing (denotedf&iyp™™ D.

epidemsic

meet the destination for the first time iB[M,,»] (the ex- Lemma 4.3:pepidemic  — S M1 2m(M—m) sSM-1 1
pected meeting time). With probability — p, the two nodes L e m=1 M(M-1) &i=m M-1
are unable to exchange the packet in one time slot due f“lM,’;)'

contention. They are within range of each other ®fr...] ~ Proof- Let there bem copies of a particular packet in the
number of time slots. (We are making an approximation hefgetwork. Then the probability that nodehas a copy is equal to
by replacing 7mm by its expected value.) Thug{iccess = ™ and the probability that nodg does not have a copy given
(1-pfts)"" ) is the probability that the source and thehat node; has one is equal t&2=")_ Thus, the probability that

destination fail to exchange the packet while they are withihodes; and;j want to exchange the packet given that thererare
range of each other. Then they will have to wait for one integopies of the packet in the network is equali"g@%. Now,
meeting time to come within range of each other again. If theye find the probability that there are copies of the packet in
fail yet again, they will have to wait another inter-meetitige the network. The copies of a packet keep on increasing &l th
to come within range. ThusE[D™] = E[Mmm] + piiccess  packet is delivered to the destination. The probabilityt tte
(1 = pliccess) EIMt ] 4+ 2(1 = pllceess)”  E[Mhm]+...) = destination is thek'” node to receive a copy of the packet is
E[Mym] + “’pgiﬁgsswmmm]. Since E[M;,,] = E[Mmm] for equal to 1 for 2 < k < M. A packet will havem copies
both random direction” and random waypoint mobility modeldn the network only if the destination wasn’'t amongst thet firs

E[D}™ evaluates toj’% m m — 1 nodes to receive a copy. The amount of time a packet
hasm copies in the network is equal #[D;}7%.,...(m)]. Hence,

B. Epidemic Routing the probability that thergngnet copies of a packet in the network
Epidemic routing [8] extends the concept of flooding t@aualsy il ' 5 th);?;;gf(@(m.Applying the law of total

ICMN's. It is one of the first schemes proposed to enable ngessarobability over the random variable and substituting the value

delivery in such networks. Each node maintains a list of afif £[D7,.,.;.(m)] from Lemma 4.2 givegeridemic, ]

messages it carries, whose delivery is pending. Whenever itTheorem 4.2:

encounters another node, the two nodes exchange all messag®:,,...] = > M 1 LS ElMmm]

m(M—m)phcedy

Proof: The probability that the destination is ti& node
to receive a copy of the packet is equal g~ for 2 < i < M.
é[’lhe amount of time it takes for thé" copy to be delivered
IS equal tod>: | E[DI iemic(m)]. Applying the law of total
lprobability over the random variableand substituting the value
of E[D]7: (m)] from Lemma 4.2 yieldsE [ D} e mic)- [ ]

epidemic

that they don’'t have in common. This way, all messages are
eventually spread to all nodes. The packet is delivered vthen
first node carrying a copy of the packet meets the destinafiba
packet will keep on getting copied from one node to the oth
node till its Time-To-Live (TTL) expires. For ease of anatysve
assume that as soon as the packet is delivered to the destina
no further copies of the packet are spread.

To find the expected end-to-end delay for epidemic routing, w

first find E[DZ} emic(m)] which is the expected time it takes forc - gpraying a small fixed number of copies

the number of nodes having a copy of the packet to increase fro . .
Another approach to route packets in sparse networks iothat

mtom+ 1. ot ) :
Lemma 4.2:E[D7, . (m)] = E[angi]dmw where controlled rephpatlon orslprgylng[lz, 13,22,23]. A sr.na}ll, fixed
o o E[Tmm]m(M‘m)P-wccm number of copies are distributed to a number of distinctyela

pehidenic =1 — (1 — pyrgleme . Then, each relay routes its copy independently towards ése d

Proof: When there aren copies of a packet in the network,tination. By having multiple relays routing a copy indepently
if one of them nodes having a copy meets one of the otherm and in parallel towards the destination, these protocoésater



enough diversity to explore the sparse network more effilyien (an;ll % Zf:m Pﬁjﬁ(i)%),
while keeping the resource usage per message low. B | < k<=1L fow

Different spraying schemes may differ in how they distrébutwhere p/°* (i) = { M-1 fi I is the probability that
the copies and/or how they route each copy. We study two -

M—1 ¢
different spraying based routing schemes here. These tff@r dj the destination is théi + 1)*" node to receive a copy of the

in the way they distribute their copies. packet. _
1) Source Spray and WaitSource spray and wait is one of ~ Proof: The proof runs along the same lines as the proof of
the simplest spraying schemes proposed in the literat@ Fbr Lemma 4.3. u

this scheme, the source node forwards all the copies (It la Theorem 4.4:B[DYIN] =30 Phsi (i) 32,y E[DFen(m)].
the number of copies being sprayed Esto the first L distinct Proof: The proof runs along similar lines as the proof of
nodes it encounters. (In other words, no other node except thheorem 4.2. u
source node can forward a copy of the packet.) And, once thesey DeLay ANALYSIS OF ROUTING SCHEMES WITH THE

First, we find the valuez[DZL;; (m)], then we findpZ;" and
finally, we derive the expected end-to-end delay for souprays
and wait (denoted by Dy ]).

In this section, we derive the expected delay values for four
different mobility-assisted routing schemes with the camity-

E[Mpm] based mobility model. We first analyze direct transmissiod a

Lemma 4.4:E[D (m)] = § M pia7siesees L=m<L " gnidemic routing as these two form the basic building blak f
Tpistnnes m=L all routing schemes. Then, we analyze two different spgyin
wherepss®.,.. =1 — (1 — pg)Elrmml, based schemes: fast spray and wait and fast spray and focus
Proof: See Appendix. . B which differ in the way they route each individual copy todar
Lemma 4.5:p55¢ = (iﬁﬁdgfﬁlﬁ) ELE [D;[;LL”M) + the destination after the spray phase. Note that the valyg'of
2 L1 L  sswin  ED™m)] N h for each routing scheme remains the same as derived in 8ectio
(M—l 2im=1 Licm pde_“(l) Zh=1 ElD;'.é’:IHk)})’ WNET€ V. The derivation of the expected delay for the community-
o (H;;ﬁ Modl) o 1<i<L based mobility model uses arguments similar to the ones used
Pacs(i) = (Hifl ]\/I—j—l) ie L IS the iy the derivation of the expected delay for the random dioect
J=1 M-l N / random waypoint mobility model. The proofs which are very

probability that the destination is the+ 1) node to receive a
copy of the packet.
Proof: The proof runs along the same lines as the proof
Lemma 4.3. ]
Theorem 4.3:E[DTm] = S8 p3it (i) ! _, E[DIm (m)).

m=1

similar are not discussed to keep the exposition intergsfiio
simplify the presentation in this section, we assume that th
umber of nodes sharing a community is equal acrossr all
communities, that is the number of nodes sharing a commisnity
t\") L, equal to%. Finally, we define the notation related to the statistics
Proof: The proof runs along similar lines as the proof oy the mobility properties for the community-based mopilit

Theorem 4.2. ] +
) . model. LetE[Mcomm,same] (E[Mcomm,dif 1) EIMcomm,same)
2) Fast Spray and Waitin Fast Spray and Wait, every relay [M:me,di fD and Elrcomm same] (ElTeomm.dif]) denote

node can forward a copy of the packet to a non-destinatio® n e expected ‘meeting time, inter-meeting and contact tiare f

which it encounters in the spray phase. (Recall that in BUMisdes which belong to the same community (belong to difteren

spray an_d v_valt, only the source node can forward copies E%mmunities) respectively. Please refer to [34] for theina
non-destination nodes.) There is a centralized mechanikiohw values

ensures that aftef. copies of the packet have been spread, no
more copies get transmitted to non-destination nodes. M@t A Direct Transmission

.th?s is nota praptical way t(.) distribute COp.ieS’ however MUde, Let E[D5;™™] denote the expected delay of direct transmission
it in the analysis because it spreads copies whenever theneyi for the community-based mobility model. Further, Je......,

opportunity tp do so and _hen(_:e has the minimum spraying tinﬁ% the probability that when two nodes belonging to the same
when_ th_ere Is no contention in the n_etwork. Onc_e Fhese COIO'(‘?(ﬁ”nmunity come within each other’s range, they successfull
get distributed, each copy performs direct transmissioa.ndw exchange the packet before going out of each other's rangde an

derive the expected delay of fast spray and wait with cofgant let pit , be the probability that when two nodes belonging
in the network. success

. . . . to different communities come within each other’s ran th
First, we find the valueEZ[D7 (m)], then we findp!:* and gey

. . fsw successfully exchange the packet before going out of edwr'st
finally, we derive the expected end-to-end delay for fashgnd range y 9 P going

wait (denoted byE[ fsw}).. A!I the denvgtlons_ are very similar Theorem 5.1:E[D5™™] _ (T_ljyln Euug?mm,diff] i
to the corresponding derivations for epidemic routing. Timdy " (m +) Puceegs?
difference is that whem = L nodes have a copy of the packet, amrs E[M, (I —Piuceess) EIMcomm, samel

. . . . 8 ( <omm,same] + dt ]
transmission opportunity will arise only when one of these- L

Psuccess1

o) at - _ _ pdt  VElTcomm,diff]
nodes meet the destination. V\grtlere Psuccesst = 13[7 (1 — piasi) /1t and
Lm;"g]w 1 S m < L Psuccess2 = 1- (1 _pthQ)_ . comm,samel, . .
Lemma 4.6:E[DY.; (m)] = m(M,g[ﬁygmccess Proof: The probability that the destination belongs to a
Lols% ess m =L different community than the source is equal %’g;% The
fsw Fsw erivation of the expected delay after conditioning on akethe
wherep L (g e Bl derivation of th ted delay after condit seth
success T txS . . . .
Proof: The proof runs aldng the same lines as the proof Spurce and the destination belong to the same communitytor no

Lemma 4.4. is similar to the derivation of2[Dj;™] in Theorem 4.1. Finally,

Lemma 4.7:p12 _ 2Lplo (L) E[DT(L)) using the Clgylvmof total probability to remove the conditiagin
pA M(M-T) SE_ EDTm (k)] yields E[D5™™)]. u



B. Epidemic Routing of time the system remains in stgie, m,,) is equal toT+[}P}.

m,my

In a manner similar to the derivation pt,;’fmp, the probability

This section derives the expected delay of epidemic rout- : :
p y P at the system moves ton,m, + 1) is derived to be(1 —

ing for the community-based mobility model. Since each nod@d S
spends most of its time within its community (which implieg? %™y (1 — % . The transmission is successful
ElMeomm,aif ] >> E[Mcomm,same]), we make an approximation with probabilitypep’;izmé \T:i/vhich case the system moves to the
to simplify the exposition by assuming that with high proitiah successl?
a node starting from its stationary location distributiofl irst state(m + 1,m; — Mi) Since each node not having a copy
meet a node within its own community than a node belonging tf the packet has met on an avera(gg%m) nodes which have
a different community. This implies that once a node getsgycoa copy of the packet, when a new node receives the packet, this
of a packet, with high probability, all members of its comrityn number has to be subtracted fram,.
will get the copy before any node outside its community. Ailin ~ Now, we find the probability that the system will visit the
outcome of this is that the firs. — 1 nodes to get a copy of the state (m,m,) (denoted DY pm,m,). The system can move
packet belong to the source’s community. to state (m,m,) from states (m — 1,m, + W)(W|th

We first study how much time it takes for all nodes W'th'rbrobabmty pPiemiay and (m,m, — 1) (Wlth probability
the source’s community to get a copy of the packet. This .~ = (mp—1)E [Ty 1y —1]
derivation is different from all the derivations in Sectigh (1 ~ Pruccess1) {1~ Wn:] )- Thus
becauseE[Mcomm,same] # E[Mctmm,same]' ThUS, we need to epzdemch

. . . psum‘eesl m—1,m "LP
keep track of which pair of nodes have met in the past but were e
unable to successfully exchange the packet. We model thersys + (1 _ (mp—DE[Tm, mp—ﬂ) if m>1
using the following state spacémn,m,) wherel < m < E[Mcomm, same

(1 __ ,epidemic

is the number of nodes which have a copy of the packet and Pluceesst )Pm,mp—1

0 < mp < m (X —m) is the number of node pairs such thaf'™m» =

only one node of the pair has a copy of the packet, they have (
met at least once after the node (which has the copy) recéwed

copy, and they were unable to successfully exchange thisepac (1

(mp=1)E[Tyn,my,—1] )

E[M&omm,samel

epzde'mw)
psuccessl Pm, mp—1

it m=1,m, >0

in their past meetings. LeE[D;,(m)] denote the expected time 1 if m=1,m,=0.
it takes for the number of nodes having a copy of the packet 8blving this set of linear equations yields, .. ]
increase fromm to m + 1 given m < 2 (which implies that Now, we find E[Dg7e,..(m)] which is the expected time it
all nodes within the source’s community have not yet reakize takes for the number of nodes having a copy of the packet to
copy of the packet). increase fromm to m + 1.
M .

Lemma 5.1:E[Din(m)] = ng—ro ") pm, mv%' Lemma 5.2: E[D;y, (rem(m, 2)) if rem (m, 1) #0

whereE(T,. m,] is the expected time elapsed till one of the node8[Depiaemic(m)] = { % if rem(m, ) =0
MM =M)Psucce

not having a copy meets a node having a copy of the packet y . BIEZ . dif ]

given that the system is in stat@:, m,), pic'y,  is the probability WherepZlicthiy = 1—(1 — iy, ™ andrem(z, y)

that the system remains in the stdte,m,) after these nodes is the remainder left after dividing by y.

(which met afterE(T;,.,]) are unable to successfully exchange  Proof: As previously discussed, the firsft — 1 nodes

the packet, angm,m, is the probability that the system visitsto receive a copy of the packet are the nodes belonging to

state(m, mp). the source’s community. Then, a node belonging to another
Proof: Let the system be in staten,m,). We first derive community (lets label it community”) will receive a copy from

the expected time duration after which the system moves @€ of the nodes belonging to the source’s community. After

another state. A transmission opportunity will arise onlgen that, the next’l — 1 nodes to get a copy of the packet are the

one of them nodes carrying a copy of the packet meet on@nes which belong to community. Even though there are other

of the 2 — m not having a copy of the packet. There are §odes which have a copy of the packet (belonging to the sisurce

total of m (M — m) such node pairs of whictn, have already community), with high probability, the nodes in community

met before. Since, both the meeting and inter-meeting timé4dll receive a copy of the packet from a node belonging to

have exponentlal tails, the expected time elapsed till ohe & own community. Thus, the expected time for the copies to

thesem (X — m) node pairs come W,»[h,n range [T, m, | = spread within community” is equal to the expected time for the
m(M ) —m ? ' copies to spread within the source’s community. Similathg
P mp

EMoomm,samel . If the two nodes which expected time for the copies to spread within any community
met are not able to successfully exchange the packet, tteen &@fter a node belonging to that community obtains a copy, is
system will remain in the same state if these two nodes weggual to the expected time for the copies to spread within the
one of them, node pairs which have already met at least ong@®urce’s community (irrespective of how many nodes outthee
in the past, otherwise the system will move tm,m, + 1). community have copies of the packet). Finally, for the scena
Thus, the probability that the system remains in the samte stswhen for all communities, either all or no nodes in a communit

E[Mmm, samel

mpE Tm,mp

is piih, = (1— Eﬂi‘ii’;?f)ﬁ, where peridemic —  have a copy of the packet, the expected time for the copies to
| Blreomm.aame] T same increase can be found in a manner similar to the derivation of
1- (1 —p?i”sdfmw) . If the system remains in the E[D™" . (m)] in Lemma 4.2. -

same state, then it will take yet another time duration eqoal Finally, we derive the expected delay of epidemic routing fo
E[Tm, m,] for a transmission possibility. Again, witbf,if,{lp the the community based mobility model (denoted BYD 7 ,.])
system will remain in the same state. Thus, the expected mimoimn terms of E[DZ7u, .. (m)] using the same argument used to
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(a) Direct Transmission. (b) Epidemic Routing. (c) Source Spray and Wait with (d) Fast Spray and Wait witli, =
L =5. 5.

Fig. 3. Simulation and analytical results for the expecteldydér the random waypoint mobility model. Network paramete¥s= 120 x 120 square units,
O = 5,spw = 1 packet/time slot. The expected maximum cluster size varigs fith(K = 5, M = 50) to 23%(K = 10, M = 200). (Note that the
number of instances for which each Monte Carlo simulation isisuchosen so as to ensure that 808 confidence interval is withis% of the simulation
value.)

derive E[D{} 5 mic) in Theorem 4.2, gains over spray and wait for heterogeneous networks (mksvo
Theorem 5.2: ' where each node is not the same). Community-based mobility
E[Dmm =Mt T Yome1 E[DETN o (m)]. model introduces an inherent heterogeneity in the netwsrk a

nodes differ depending on which community they belong tq. So

we study a spray and focus scheme for the community-based

mobility model, and later we compare it to the corresponding
1) Fast Spray and Wait:This section derives the expectedspray and wait scheme.

delay of fast spray and wait routing scheme for the community Fast spray and focus performs fast spraying in the sprayephas

based mobility model. As before, first we derive the value dfo be able to do utility-based forwarding in the focus phdg]

E[D$2%™(m)]. For m < L (in the spray phase), the value ofmaintained last encounter timers to build the utility fuont For

fsw

E[D$%™(m)] is derived in a manner similar to the derivation ocommunity-based mobility models, [18] proposed the use of a

fsw
E[Dgienq.(m)] as flooding is used to spread thecopies in the simpler function as a utility function for their ‘Label’ seme: If
spray phase. Now, we derive the valueRjfD¢3,)" (L)] which is a relay meets a node which belongs to the same community as
the expected time to find the destination in the wait phase. the destination, the relay hands over its copy to the new .node
o comm Mg I( A7) We use this simple utility function to route copies of the ketc
Lemma 5.3 E[Dj5™ (L)] =57— (Zmp—o Pim, BT 22 1) i the focus phase.

C. Spraying a small fixed number of copies

N This section derives the expected delay of fast spray angsfoc
M-L) —pplsw for the community-based mobility model/3/ can be derived in

is the expected 'time”till the destination receives a CORY manner similar to the derivation ofs*. To avoid repetition,
of the packet given there are nodes belonging to the we skip the derivation op?:/ here.
destination’s community which were unable to successfully as pefore, first we deriveE[D;7™ (m)]. Since flooding is
exchange the packet Wi}tzl? the qle?tination in the past, apded to spread the copies in the spray phasgnser™ (m)]
ple o =1—(1—-pl*Y Teommdif il for m < L can be derived in a manner similar to the deriva-
Proof: After the spray phase (aftek copies have been tion of E[DZr ;. (m)]. The next lemma derives the value of
spread), there is a community which has o.{nyt rem(L, %) E[D$F™(L)] which is the expected time it takes for the packet
nodes carrying a copy of the packet. The probability that tHe get delivered to the destination in the focus phase.

destination is one of the remaining —/ nodes belonging to this ~Lemma 5.4:E[Dj 7™ (L)] =
M _ 7 ) . 3 N - B VI
community is equal tgz— . First we derive the expected delay in -~ (Zl(”fl) BIT my ] + (1 _ %*l> (M

M _7 . ~
+(1— 771) EMeomm.airs] - where | = rem(L, M), E[T.]

' e . M-L mp=0  Plm, e M-L LM Isf

the wait phase when the destination belongs to this communit v 7 success2
Then, we derive the expected delay when the destination dogs™—" ( m(as,, .. ome] + <1fvf;iicm%ElMLm,mmeJ _ where
not belong to this community. Finally we use the law of total Psuccesst Bl .
probability to combine everything together and get the ltesul = rem (L, %), p/3f .., = 1 - (1 7pf;;“1) ot and
Please see the Appendix for proof details. . P E[Tcomm,same)

. . . s =1—(1—-0p s .

Finally, we derive the expected delay of fast spray and veait fPsuccess2 ( tzS2

the community based mobility model (denoted ByD$27™]) in Proof: See Appendix. o
terms of E[D527™ (m)] using the same argument used to derive Now we derive the expected delay of fast spray and focus for
E[DT™]. the community based mobility model (denoted BYD$7™]) in

fsw

Theorem 5.3:E[D5n™] = S35, pho (6) S0, _y EID§™ (m)). E€1MS OFE[DF™ (m)].

m=1 . comm] __ L fsf /s i comm
2) Fast Spray and FocusSpray and Focus schemes [15] differ Theorem 5.4:E[Dyi7™] = ZLz':l Pacst(0) 2y EIDFSF™ ()],
from spray and wait schemes in how each relay routes the cqpuerepgsft(i) ={ M-I ! < P
€s /L —

towards the destination. Instead of doing direct transimis®ach
relay does a utility-based forwarding towards the destmathat
is, whenever a relay carrying a copy of the packet meets anot
node (label it nodeB) which has a higher utility, the relay gives
its copy to nodeB. Node B now does a utility based forwarding VI. ACCURACY OFANALYSIS

towards the destination and the relay drops the packet ftsm i In the previous sections, we made a number of approxima-
gueue. [15] showed that spray and focus has huge performatioes to keep the analysis tractable. Here, we assess tohwhic

M—
Proof: The proof 1runs along similar lines as the proof of
H’heorem 4.2. [ |



11

4
16X10 S 1200 — 2500, — 1200 mulat
-©- Simulation (r=6, M=30) -©- Simulation (r=6, M=30) -©- Simulation (r=6, M=30) -©- Simulation (r=6, M=30)
—6— Theoretical (=6, M=30) —o— Theoretical (r=6, M=30) —o— Theoretical (r=6, M=30) —o— Theoretical (r=6, M=30)
- - Simulation (r=4, M=40) - - Simulation (r=4, M=40) - - Simulation (r=4, M=40) 1008 - & - Simulation (r=4, M=40)
—&— Theoretical (r=4, M=40) —8- Theoretical (r=4, M=40) —8- Theoretical (r=4, M=40) —8— Theoretical (r=4, M=40)

=

In
NS B

Q
=]
o2

©
=}
=)
by
o
o
=)

4
©

Expected Delay ,
(=2}
o
S

Expected Delay
[
Expected Delay.

o
=)

1000 ==f 200

N
o
=)

o
(NS

‘1o 12 14 16 18 20 12 14 16 18 20 10 12 14 16 18 20 10 12 14 16 18 20
K K K K

(a) Direct Transmission. (b) Epidemic Routing. (c) Fast spray and wait wit, = (d) Fast spray and focus with =
10. 10.

i
o

Fig. 4. Simulation and analytical results for the expectelhydéor the community-based mobility model. Network parameté¥s= 500 x 500 square
units, © = 5,p; = 0.8,p, = 0.2,spw = 1 packet/time slot. The expected maximum cluster size varias fi6%(K = 10,r = 6, M = 30) to
24%(K = 20,r = 4, M = 40). (Note that the number of instances for which each Monte Csirfwilation is run is chosen so as to ensure thatobf&
confidence interval is withis% of the simulation value.)

extent these approximations create inaccuracies. We foous approximation of assuming the entire meeting and intertmge
the following approximations: (i) replacing by E[S] in the time distribution to be exponential creates a noticeablerer
expression ofP(Ey,,) in Section 111-B, (ii) replacing the random (Replacing the values derived based on this approximatn b
variable representing the number of interfering transioiss (x) actual values derived from simulations makes the simuiatio
by its expected value in Section I1I-B.3. (iii) replacingetbontact and analytical curves indistinguishable.) The effect a thp-
time by its expected value in the expressionp$f...ss in the proximation worsens as the node density increases (either
delay analysis of all routing schemes, (iv) assuming théreentor M increases). For the community-based mobility model, the
meeting and inter-meeting time distribution to be expoia¢nh assumption of exponential distribution for the inter-niegttime

the delay analysis of flooding-based routing schemes, ahd {@r nodes belonging to different communities results in eneg-
assuming that a node starting from its stationary distidoutvill  timating the expected delay. This effect of this approxiorais
meet a node belonging to its own community before a nodsgnificant for smaller values dk. Also, the following additional
from some other community with high probability in the delayapproximation plays a noticeable role: assuming thatistaftom
analysis of routing schemes for the community-based nigbiliits stationary distribution, a node will meet a node beloggb its
model. We use simulations to verify that these approxinmatioown community before a node from some other community: this
do not have a significant impact on the accuracy of the armlysapproximation results in overestimating the expected ydalad

We use a custom simulator written in C++ for simulationsworsens as the number of nodes in other communities insdase
The simulator avoids excessive interference by implemgnd increases). The first approximation dominates for loweuealof
scheduling scheme which prohibits any simultaneous tresssom K andr, and the second approximation becomes more dominant
within one hop from both the transmitter and the receiver. s K andr increases.

incorporates interference by adding the received sigioahfother

simultaneous transmissions (outside the scheduling aaed)

comparing the signal to interference ratio to the desiregstold. VII. APPLICATION: DESIGN OF SPRAYING-BASED ROUTING

The simulator allows the user to choose from different ptaisi SCHEMES

layer, mobility and traffic models. We choose the Rayleigh- . . .
Rayleigh fading model for the channel and Poisson arrivals j 1he design of spraying-based routing schemes poses the fol-
our simulations. lowing three fundamental questions: (i) How many copies to

? (i i i i ?
We study the robustness of all the approximations by varyirtsé)ray' (ii) How to spray these copies in the spraying phaser

o S - i) How to route each individual copy towards the destioat
the level of connectivity in the network (which in turn is aeved . > .
by altering the transmission randé, the number of nodes in the after the spraying phase? [12,15,17] answered these qossti

Lo assuming there is no contention in the network. In this eacti
network M and the number of communities in the netwaerkor . . . . . .
we use the expressions derived in the previous sectionsidy st

the community-based mobility model). As a connectivity reet . - R L . .
. . . : incorporating contention introduces significant diffeses in the
we use the expected maximum cluster size, which is defindteas {

percentile of nodes that belong to the largest connectesteriu answers 1o these questions.
and denote its value in the figures’ captions. Figures 3(d)-3

and 4(a)-4(d) compare the expected end-to-end delay fiarelift 2 STy ——
routing schemes obtained through analysis and simulafions . \M‘
different values ofK and M for the random waypoint mobility "
model and for different values df, M andr for the community _ 15 y
based mobility model. (Note thak is expressed in the same 19 ‘o

N N
=3 a
S =}

Expected Delay (time slots)
&
o

distance units as/N.) We have compared the analytical and "'9“°~:)\,,,%SH%\‘e

simulation results for a large number of scenarios, but due t

limitations of space, we present some representative tsefod % Target Exacted Delay e siots) 220 YoTE o 5 o 2
each routing scheme. Since both the simulation and the tarely (@) (b)

curves are close to each other in all the scenarios, we co&clu_ o _ _

that the analysis is fairly accurate. Fig. 5. (a) Minimum value ofZ which achieves the target expected delay
for source spray and wait. (b} against expected delay (with contention).

Now we comment on which approximations create small y@letwork parametersN = 100 x 100, K = 8, M = 150,0 = 5, E[S] =

noticeable errors. For the random waypoint mobility modieé 70, T'stop = 0,7 = 1, spw = 1.
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A. How Many Copies to Spray elapsed since the packet was generated. Somewhat sugfyisin
This section studies the error introduced by ignoring cotiee  depending on the density of the network, source spray and wai
when one has to find the minimum value bf(the number of Can spray copies faster thap fast spray and wait. Thls occurs
copies sprayed) in order for a spraying-based scheme te\ahi because fast spray and wait ggnerates more (;ontentlon d.aroun

specific expected delay. (Note that we want the minimum vafue the source as it tries to transmit at every possible trarsons

L which achieves the target delay as bigger values of L consuiiPortunity. Such a behavior is expected for dense netwks
more resources.) We choose the source spray and wait schdhi@se results show that increased contention can deteritast
with the random waypoint mobility model as the case study #Pray and wait's performance even in sparse networks. Ierggn
this section. We numerically solve the expression B6D5“2]in unless the network is very sparse, strategies which sprpieso
Theorem 4.3 to find the minimum value df which achieves Slower yield better performance than more aggressive sehem
a target delay and plot it in Figure 5(a) both with and withouf?anks to reducing contention. In ongoing work, we are gyin
contention for a sparse network. (For the expected delagafice {0 find the optimal spraying algorithm and design practioad a
spray and wait without contention, we use the expressioivetir implementable heuristics which achieve performance véogec

in [12].) This figure shows that an analysis without contemti tO t_he opt|mal_. [42] is a first step in this d|re9t|(_)n. It _dem/the
would be accurate for smaller values &f (smaller values of Optimal spraying scheme and a simple heuristic which persor

L generate lower contention in the network), however it woul¥ery close to the optimal, but it assumes that there is noeraian
predict that one can use a large number of copies to achidfethe network. Currently, we are merging this work with the
a target expected delay which actually will not be achiewabfontention framework proposed in this paper to find the ogkim
in practice due to contention. For example, the analysibout SPraying scheme with contention in the network.

contention indicates that a delay &6 time units is achievable

with I, = 23 while the contention-aware analysis indicates that How to Route Individual Copies

it is not achievable. Figure 5(b) shows that= 23 results in
an expected delay of more thang8 time units, which is also
achievable byl = 5. Thus choosing a value of. based on
predictions from a contention-ignorant analysis led to &uea
of delay which is not only much higher than expected but al
would have been achieved by nearly four times fewer copies.

Without contention, performing utility-based forwardingn
each individual copy outperforms spray and wait schemes be-
cause it identifies appropriate forwarding opportunitiest tcould
égaliver the message faster [15]. But, utility-based fouiag
requires more transmissions and hence, increases thentionte
in the network. So we study how much performance gains
. . are achieved by spray and focus over spray and wait (for the
B. HOYY to Spray I\./Iult|pIeICop|es o community-based mobility model) both with and without con-

Intuitively, spraying copies as fast as possible is the @8t tention in the network by plotting the minimum value of the
to spread copies if all the relay nodes are equal/lhomogeneoyerage number of transmissions it takes to achieve a gargett
(One might want to bank copies for future encounters witByxpected delay for both the schemes in Figure 7. We first fiad th
‘super nodes’ when relay nodes are heterogeneous, seeiour phinimum value ofL which achieves the given target expected
work [42].). To answer whether spraying the copies as fast ggjay for both the schemes and then find the average number of
possible is optima_ll under a h_omogeneous_relays sce_n_ario, Wehsmissions which is equal @f:ﬂpffest(i)- (The minimum
compare the two different spraying schemes introduced @i&® \jye of L is computed using the analytical expressions derived
IV-C, source spray and wait and fast spray and wait for thg section V-C. The value op% (i) for both the schemes was
random waypoint mobility model. Since fast spray and wajerived in Theorems 5.3 and 5.4.) We observe that fast spray
spreads copies whenever there is any opportunity to do $@sit ang focus outperforms fast spray and wait even with corganti
the minimum spraying time when there is no contention in thg the network, with gains being larger with contention. &in
network [17]. On the other hand, since source spray and veais d E[Meomm.diff] >> E[Meomm,same), forwarding a copy to any

not use relays to forward copies, it is one of the slower SpBY node in the destination’s community in the focus phase Bigni

mechanisms when there is no contention in the network. icantly reduces the delay for the saniewithout significantly
35 increasing the contention as it requires only one extra aggEss
S0 o e 100, per copy. Hence, fast spray and focus shows more performance
|| 12 Source spray and wait(M=250) gains over fast spray and wait after incorporating contenti
5| - - Fast spray and wait(M=250)

VIIl. CONCLUSIONS

In this paper, we first propose an analytical framework to
model contention to analyze the performance of any given
600 mobility-assisted routing scheme for any given mobilitydan

channel model. Then we find the expected delay for represen-
Fig. 6. Comparison of fast spray and wait and source spray amitt w tative mobility-assisted routing schemes for intermittercon-
Expected number of copies spread vs time elapsed since thetpagls nected mobile networks (direct transmission, epidemictingu
generated. Network parameters: = 100 x 100 square unitsk' = 5,0 = and different spraying based schemes) with contention & th
5 spw = 1 packet/time slot,L. = 20. Expected maximum cluster size . . .
(metric to measure connectivity) for these network parametersqual to network for the random direction, random waypoint and theeno
4.6% for M = 100 and5.2% for M = 250. realistic community-based mobility model. Finally, we ukese

Now we study how fast the two schemes spread copies délay expressions to demonstrate that designing routingnses
a packet when there is contention in the network. Figure @&ing analytical expressions which ignore contention e Ito
plots the number of copies spread as a function of the tinseboptimal or even erroneous decisions.

Expected number of copies spread
=
o

200 400
Time (time slots)
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1 + paDpkt g — 1. To figure out the value op,, lets When there arel. copies of a packet in the network, there

choose a pair of nodes amongst thesedes and label the nodes?'® L. nodes which can deliver a copy to th.e destination but
. . even if the source meets some other node which does not have a

u andus. Let f(z, y) denote the pdf that a noda is a distance copy, it cannot attempt to transmit a copy to the other node T

z from from the transmitter and at a distangérom the receiver. Py, P py

Then, using simple combinatorics, we derifer, ) to be equal to expression forE[D7y (L)] is derived in a manner similar to the

PCIN derivation of Lemma 4.2 to beLM [
2051 | 9 2Kt 2

IK (K+d) if K <xz= K +d< K+ Proof: (Lemma 5.3 After the spray phase (aftdr copies

A1(2K-a) d+ % <y<K ~ have been spread), there is a community which has only

L if 0 <z < K,0<0<2m, rem(L, 1) nodes carrying a copy of the packet. The probability
Ay y= %aﬁ 4 4K2 4chos<0> that the destination is one of the remaln%—l nodes belonging
9
ow, conditioned over the fact that node is at a “distance: to this community is equal tom First we will derive the

from the transmitter ang from the receiver, we determine theexpected delay in the wait phase when the destination belting
probability that node, is within range fromu,. By assumption, this community. The probability that the system statelisn,)

ug is within one hop from the transmitter and the receiver. Ifwherem, denotes the number of node pairs in the community
uo is also within a distancéd from w1, that is, uo lies in the which want to exchange this packet, and had an opportunity in
area marked by the intersection of the following three eiscl(i) the past to exchange this packet but were unable to do so due
centered at the transmitter with radius equalKo (ii) centered to contention) is equal tp; oy . (The value ofp; ,, was derived

at the receiver with radius equal t, and (iii) centered at; in Lemma 5.1.) Given the system state in which the spray phase
with radius equal tak, thenus is within range ofu;. Thus, the ended is(, m,), the number of nodes which had an opportunity
probability thatu; andus are within range of each other givento deliver the packet to the destination but were unable to do
thatw; is at a distance and a distancg from the transmitter and so is equal toﬁ,—jl (As discussed in the proof of Lemma 5.1,

the receiver respectively, is equal teﬂ where A;(z,y) = each node not having a copy of the packet has met on an average
As(z,y) + As(x,y) — As(z,y), As(z, y) 2K%cos™! (2‘}) —  zr%; nodes which have a copy of the packet.) To derive the delay
SVAK? —a?, As(z,y) = 2Kcos™' (%) — $/4K2 —y? and  gssociated with the wait phase, we define a new system étate:
As(z,y) = K*(sin”'(5%) +sin"' (3%) +sin" ' (5)) wheres is the number of nodes in the destination’s community
_%\/((x +y)?— ¥) (r—y+ 2 (y — o + 2) which had an opportunity to deliver the paeket to the deitna

but were unable to do so due to contention. gtdenote the

- V4KLI2 - yV‘*Kz*y — 2¥2K%  The value of 4, was additional time it will take to deliver the packet to the deation
derlved in Lemma 3 1. Removing the condition on the locatiogiven the current system state(ig. Then, given that nodes in the
of u; using the law of total probability yields the value pf. destination’s community have a copy of the packgt 7™ (L)]

The value of can be derived from simple combinatorics to i
bel— (1 _ pp)klé[s] P equal to (ZW(L o )pl mpE[T mp }

To complete the prewous proof, we now describe
how to derive the value ofE[Ts]. One of the nodes
carrylng the packet meets the destination after an exlpected

Now, we quantify the contention due to theodes within two
hops from the either the transmitter or the receiver but mot |
the scheduling area. Contention arises when one of:.thedes X -
is within range of one of the nodes. There arec such pairs. time duration of (E[MCOZ;NM] + e ]> .
Lets choose one such pair and label the corresponding node e
andugz, wherew; lies in the scheduling area whike; is within
two hops from the either the transmitter or the receiver it n fow ) Elreomm, same ) i
in the scheduling area. Defing. = Prfu; and uz are within 1 — (1 ptle) ). With  probability p, =
range of each other]. Then, the expected number of tranemsss ies R EIMY 0 camel -t
contending arecpcppkt- Pe is derived in a manner similar to the (
derivation ofp, usmg the fo||0w|ng two observations: (1% can the node which meets the destination is one ofsmedes which
lie anywhere within two hops from either the transmitter be t have missed an opportunity to deliver the packet to the miztsoin
receiver, and (ii) Conditioned over the fact that nadeis at a in the past. Hence, with probabiligy ( 1 —pﬁjfcessl) the packet
distancez from the transmitter ang from the receiverus will  does not get delivered to the destination and the systemimema
be within a distancex from w; only if it lies in the circle of in states and will take an additionaF[T5] time to deliver the
radius K centered a3 but not in the scheduling area. B packet to the destination. On the other hand, with prokgbili

fsw i
Prot (Lemma 4.4 The oot rns slong e same e £ (L 71 ) e packes doss o 0 et o
ZS t:fkgﬁgft?\fel_:;?x;;.fﬁgrveh:l:,@tzirdee:rirﬁl;(;Lagocﬁ)éﬁ\s,ec;fa node belonging to the dyestmatlons community has missed an
P opportunity to deliver the packet to the destination) antl take

h ination only, and there is on rce nodehwhi
Eggydt:l“t/ ef :ecs(;[p; ttg arcl)y )(;f ?hgft eme_slomel esro ﬁ oijee s c\),s;'l ch an additionalE [T 1] time to deliver the packet to the destination.

do not have a copy of the packet. Hence, there are a total Wius, E[Ts] = E[Mmi;j,mm] + T s ]> n
m+M —m—1= M —1 node pairs, which when meet, have an Fow r;?wm e
opportunity to increase the number of copies framto m + 1. Ps (1~ psuccessl) E[T:] + (1-ps) (1 - psuccessl) E[Tera]-
The expected time it takes for one of these— 1 node pairs This set of linear equatlons can be solved to fitid’).

to meet ig ZLMmm] , none of the nodes belonging
Lemma 4.2,E[D} (m)] can be derived to bW to the dest|nat|ons commumty have a copy of the packet bad t

Swith probability p’** this node is able to deliver

successl?

the packet to the destination (where/:"

successl

s ’

E[Mcomm,samel E[J\/[inn'rn samel




expected time it takes for thé nodes to deliver the packet to

destination can be derived in manner similar to the deovatf
Lemma 4.2 to be equal tM

Finally combining everythmg together by using the law dbto
probability to remove the condition on whether a node beilogpg
to the destination’s community had a copy of the packet dlfter
spray phase or not, yields the result. ]

Proof: (Lemma 5.4 After the spray phase (aftdr copies
have been spread), there is a community which has only
rem(L, 1) nodes carrying a copy of the packet. The probability
that the destination is one of the remalmh’gul nodes belonging

to this community is equal t%— The expected delivery delay
to the destination for this scenario is derived in a mannmilar
to the derivation ofE[D$%7™ (L)] in Lemma 5.3.

Now we derive the delivery delay for the scenario when the
nodes in the destination’s community do not have a copy of the
packet. The expected time it takes for thenodes carrying a
copy to deliver a copy to one of thé’ in the destination’s

E[M . . . .
community is equal tow (This is derived in a

mjanner similar to the denvat|on ‘ot temma 4. 2). With proligpi

, the packet copy is received by a node which itself is
not the destination but belongs to the destination’s conitpun
This node does a direct transmission to the destination twhic
takes an additional time whose expected value is equal to

1—pfsf E[MT ) . .
E[Mcomm,same] + ( ps““ﬁ“;l) Meomm,same] . (This is derived

sf

LCGcesss,

in a manner similar to the derlvatlon of Lemma 5.1.) [ ]
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