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Abstract—We explore the following fundamental question - the network once everyslots. In such a context, the objective
how fast can information be collected from a wireless sensor js to minimizet to increase the speed of data collection.
network? We consider a number of design parameters such We study a set of techniques in order to solve the funda-

as, power control, time and frequency scheduling, and routing. o
There are essentially two factors that hinder efficient data mental problem: “how fast can data be convergecast to the

collection - interference and the half-duplex single-transceiver Sink over a tree topology?” The fundamental limiting fastor
radios. We show that while power control helps in reducing the are interference and half-duplex nature of the transceiver

number of transmission slots to complete a convergecast under a\WSN nodes. To cope with interference we consider different
single frequency channel, scheduling transmissions on different techniques such as transmission power control and asgignin

frequency channels is more efficient in mitigating the effects of diff tf h | interferi links. We sh
interference (empirically, 6 channels suffice for most 100-node ierent irequency channels on interfering finks. Ve show

networks). With these observations, we define a receiver-base thatonce multiple frequencies are employed with spaéiate
channel assignment problem, and prove it to be NP-complete on TDMA, the convergecast schedule becomes limited by the

general graphs. We then introduce a greedy channel assignment number of nodes in the network once a suitable routing tree
algorithm that efficiently eliminates interference, and compare is used. For further improvements, we consider equipping a

its performance with other existing schemes via simulations. inale sink with multiple transceivers. and also the d t
Once the interference is completely eliminated, we show that single s ultiple transceivers, and also the depley

with half-duplex single-transceiver radios the achievable schedule Of multiple sinks to collect data. . .
length is lower-bounded by max(2n; — 1, N), where ny, is the We evaluate the above mentioned techniques using math-

maximum number of nodes on any subtree andV is the number  ematical analysis and simulations that use realistic oblann
of nodes in the network. We modify an existing distributed time  \5dels and radio parameters typical of WSN radio devices.

slot assignment algorithm to achieve this bound when a suitable . 2 -
balanced routing scheme is employed. Through extensive simula-The following are some of the findings and key contributions

tions, we demonstrate that convergecast can be completed within of this work:
up to 50% less time slots, in 100-node networks, using multiple  « Evaluation of transmission power control to eliminate

l‘;harh”ds as ccl)mp?jred to t?attwitfh ?L“g'e_"?ha””e' COTm;Jh”ifa“O”- interference: Under idealized settings (unlimited power,
na we also demonstrate turther improvements at are : :
possigie when the sink is equipped Withpmultiple transceivers cpntmuous range_) power Contrql mechanisms may pro-
or when there are multiple sinks to collect data. vide unbounded improvements in the speed of data col-
lection. We evaluate the behavior with an optimal power
control algorithm described in [4] in a practical setting
considering the limited discrete power levels available in
Convergecast, namely collection of data from sensors to- today’s radios on WSN nodes.
wards a common sink node over a tree topology is a fun-« Receiver-based frequency assignment: We show that
damental operation in wireless sensor networks (WSN) [1]. scheduling transmissions on different frequency channels
In many applications, it is important to deliver the data to is more efficient in mitigating the effects of interference
the sink in a limited amount of time and increase the speed compared with transmission power control. Accordingly,
of data collection at which the sink can receive data from we define a receiver-based channel assignment problem
the network. For instance in Lites [2], which is a real time  which is “the problem of assigning a minimum number of
monitoring application, a typical event may generate up to frequencies to the receivers such that all the interference
100 packets within a few seconds and the packets need to be links in an arbitrary network is removed”. We show

I. INTRODUCTION

transported from different network locations to a sink node

Since the data has to be delivered in a short time, we

consider time division multiple access (TDMA) [3] as a natur
solution due to the collision free behavior. Consider a daohe

of ¢ time slots where the sink receives data from all nodes in

that the problem is NP-complete and introduce a greedy
heuristic for channel assignment. By simulations and
analytical calculations, we evaluate the behavior of our
heuristic algorithm and compare its performance with
another channel assignment method which was recently



proposed for WSN with tree topologies [5]. that the the number of time slots to complete a convergzecast
« Bounds on convergecast scheduling: We show that, origeminimized with subject to the following transmission eon

the interference is eliminated, the achievable schegkraints.

ule length with half-duplex transceivers is bounded by , Two adjacent edges (see Fig. 1) cannot be scheduled at

max(2ny —1, N) slots wheren;, is the maximum number the same time slot. An edge;,() is adjacent to edge

of nodes on any branch of the tree aiNdis the number (i, 7) it {i,7} Nk, 1} # o.

of nodes. We modify an existing time slot assignment , Two edges 4, j) and {,) cannot be scheduled simulta-

algorithm and show that the algorithm requires exactly  neously if §,) or (k, ) is an interference link.

max(2ny, — 1, N) slots to schedule a given network. « A node cannot be assigned a time slot to transmit a packet
« Impact of Routing Trees: According to the bound on con-  pefore it actually receives or generates that packet and a

vergecast schedules, the branches of a routing tree should ,gde cannot transmit more than one packet at a time slot.

have balanced number of nodes such that —1 < N. A node has a single half-duplex transceiver such that it

Such a tree construction is defined as the “Capacitated ¢annot transmit and receive simultaneously and cannot

Minimal Spanning Tree Problem” and is proved to be NP-  yeceijve from more than one transmitter at the same time.
complete in [6]. Given the hardness of the problem, we

propose a heuristic algorithm and evaluate the impact of ® © e, ® e, ® ®
such routing trees on the schedule length by simulations. e, e, : N

o Multiple transceivers at the sink node: For further © © ©)
improvements we consider the sink having multiple o o
transceivers and multiple sinks deployed in the nefig. 1: Solld lines represen_t commumcapon links wherdws t
work. We observe improved reductions on the scheddfiotted lines represent the interference links.

length that are proportional with the number of availabl&.THEORENI 1. The fo_llowm_g problem is NP-complete.
transceivers iven a tre€l” on an arbitrary interference gragh= (V, E),

) ] ) and an integet, is there an assignment of time slots to the
The remainder of the paper is organized as follows: Bdges in the tree using at mdsslots?
Section Il, we introduce the problem. In Section Il we expla  This theorem has been proved in [7] by reducing the well
the mechanisms that we use to eliminate interference. yRown Partition Problem to the original problem. If we can
Section IV, we introduce a receiver-based greedy channglyove the interference links off. then it becomess —

assignment algorithm. In Section V, we provide the bounds 5,4 7 can be scheduled in polynomial time. Therefore,
on the convergecast schedule when interference is elimina;nitia"y we focus on methods to eliminate interference.

and present a modified time slot assignment algorithm that

achieves the lower bound. In Section VI, we discuss the !l MECHANISMS TO ELIMINATE INTERFERENCE
impact of routing trees on the generated schedules. Seétion A. Joint Scheduling and Power Control

gives the detailed simulation based evaluation of the disedl  E| Batt et al. [4] introduced a cross layer method for joint

methods. Section VIl summarizes some of the related worgheduling and power control in wireless multi-hop netvsork
Finally, Section IX provides the concluding remarks. The aim is to find a TDMA schedule which can support as
many transmissions as possible in each time slot. We use thei
algorithm to investigate the impact of power control on the
Before explaining the studied mechanisms, we first descrieheduling performance.
our preliminary design and give the details of the problem The solution is composed of 2 phases: scheduling and power
formulation. We assume time is divided into equal sizedsslotontrol. It is to be executed at the beginning of each time
and each node is assigned a time slot to transmit data. All tlet in order to cope with excessive interference levelss Th
nodes in the network except the sink are sources and genegaieeduling phase searches for a transmission schedulé whic
one packet for each convergecast operation. is defined to be valid if no node is to transmit and receive
We model the sensor network as a gré@phk- (V, E), where simultaneously and no node is to receive from more than one
V is the set of nodes an# is the set of edges that representeighbor at the same time. Power control phase iteratively
communication links and interference links between nodes.searches for an admissible schedule which means that a set of
pair of nodesv; € V andwv; € V form a communication transmission powers is available to satisfy the SINR (digma
link (4, ) if the signal to noise ratio (SNR) is not less tharnterference and noise ratio) constraints according fidirdds
a communication thresholg-. A pair of nodesv, € V and in the given valid schedule. In each iteration nodes adpsit t
v; € V form an interference linki( ) if the transmission from transmission powers.
nodew; disturbs a reception at the node or vice versa, as  If the maximum number of iterations is reached and if
illustrated in Fig. 1. the valid scenario is not admissible, the scheduling algari
Let s € V be the sink node an@” = (V, Er) C G be a excludes the link with the minimum SINR. The power control
spanning tree on the graph rootedsatWe assume G to be algorithm is repeated until an admissible transmissionaige
connected. The problem we address is the following. Givésmfound. We evaluate the improvements on the scheduletengt
G, find an assignment of time slots to the transmitters suulith the algorithm in Section VII.

Il. PRELIMINARIES AND PROBLEM STATEMENT



B. Freguency and Time Scheduling j. Assign frequency to nodev;; € G’, and any of thgj’s tg

The use of multiple frequency channels is an efficient wd})€ oot nodes. Since no pair of adjacent vertices and v,
to improve the capacity of wireless networks. Simultaneolfs G are assigned the same color, no pair of verticgsand
transmissions on non-conflicting frequencies can takeepla! N G’ that have an interference link from either of them
without interference in the same spatial neighborhood. ~ t© the child of the other will have the same frequency. This is
We argue that since interference arises at the receiver, fife P€cause by our construction an interference link istedea
channels should be assigned to the receivers, i.e. to teaygar €ither between the child of;; to v;1, or between the child
on the tree, such that interfering simultaneous transomssi ©f vj1 @ndvii wheneverv; andv; are adjacent irtz. Finally,
take place on different channels for different receiverstim Since the root does not have an interference link to any of the
vation is as follows: v;1'S or their children, all the interference edges are removed
. Adjacent communication links (Fig. 1) cannot be as; Next, let there exists a frequency assignmentithusing

signed the same time slot since they have to wait f rfrequenmes. Ifvi is assigned frequency, assign colorj

. o o - 0 v; in G. Since all the interference links are removed by
each other’s transmission. Assigning non-conflicting fre- : .
X ; .~ _.such a frequency assignment, every pair of pareptsand
guencies to these nodes does not improve the situation, : . .
v41 that have an interference link from either of them to the

either. Then the receiver shoulq be assigned a freque_rg: IId of the other are assigned different frequencies. Andes
and the senders should use this frequency to transmit

« Interference links (Fig. 1) should not be assigned tﬁg.eir corresponding vertices andv; are adjacent irG, thgy
same time slot and frequency. Since our aim is to minY‘-”” be assigned different colors. Therefore, the reducti®

mize the number of time slots, the best option then is {.B)mplete. u
assign the same time slot on non-conflicting frequencies.

Given the motivation to eliminate interference, we defire th
receiver-based channel assignment problem on a tree tppolo
First we explain the basics of the problem next study the
complexity of the problem.

DEFINITION 1: Interfering Parents: We define interfering

. ’ . V3| V4 CoV12 V22 Va2 Va2
parents as a pair of parent nogeandp’ such that a transmis- Fig. 2: Reduction from vertex color
sion by any child of a parent interferes with a simultaneous
transmission by any child of the other. IV. RECEIVERBASED CHANNEL ASSIGNMENT

As illustrated in the last part of Fig. 1p and p’are ALGORITHM

interfering parents when assigned the same frequency $&cau pq we discussed in Section II-B, the goal is to schedule
simultaneous transmissions by their respective chithdc’  the interference links on non-conflicting frequencies sttt
cause interference. _ the receptions at the parents of the interfering senders are
DEFINITION 2: Receiver Based Channel Assignment ot disturbed. From Theorem 2, we know that the problem
Problem: Given f available channels, the problem is to assigj NP-complete, in this section we introduce a greedy chan-
_the channels_ to the receivers (i.e. parents) such that all thy assignment algorithm. Initially, all the nodes operate
interference links are removed. . the same frequency. The method finds the interference links
THEOREM 2: The following problem is NP-complete. 5ccording to the SINR values. Accordingly, at each step the
Given a treel’ on an arbitrary interference gragh= (V, E),  most interfered parent (the parent with the highest number o
and an integey, is there a frequency assignment to the parenjgerference links) is assigned a frequency, if one is até.
such that all the interference links are removed by using @inot, the parent node and the associated children remain on
most f frequencies? the initial frequency and the interference conflicts havéeo
Proof: To show that the problem is in NP, we reduce aresolved in the time slot assignment phase.
arbitrary instancés of the vertex color problem to an instance The algorithm has a set of parents and a number of channels
G’ of our problem. Our reduction is as follows, as illustrateds an input and gives an output as the list of frequencies
in Fig. 2. For every vertew; € V construct two nodes;; assigned to the parents, as illustrated in Algorithm 1.tFirs
andv;x € G’, and join them with an edge. For every edga list of interfering parents for each parent is createdeAft
ei; = (vi,v;) € E, construct an interference link i@’ either creating the list of interfering parents, the algorithnratevely
betweerw;; andv;s, or betweerv;, andv;,, if neither of them assigns the channels. During channel assignment, if the-cha
already exists. Finally, create a root nodend add edges from nels are considered to be orthogonal, the node can simply
eachw;; to s. This new grapl’ is an instance of the problem.choose the next available channel. However, due to the ehann
Clearly, the reduction runs in polynomial time. overlaps, SINR value at the receiver may not be high enough to
Next, we show that there exists a solution to the vertex coltmlerate the interference. The algorithm considers thechia
problem usingf colors if and only if there exists a solutionoverlaps and assigns the channels according to the abiflity o
to the original problem using frequencies. Let G is vertex the transceiver to reject the interference, i.e. adjackanhicel
colorable usingf colors, and let vertex; is assigned color rejection and blocking values.



Algorithm 1 Receiver-Based Frequency Scheduling

. . . . . 4
slot assignment algorithm, shown in Algorithm 2 is an ex-
tended version of the algorithm in [1]. The basic motivatisn

1: Input: P:set of parentsf:number of available channels . . .
2: Output: F' be the frequencies assigned to the element®.in to SCheQUIe transmls_5|ons In pargllel qlong mUIt'p_Ie binasc
3: I. Create list of interfering parents If the sink has a single transceiver it can receive at most
gf forg'_' Siéteofcgﬁdren of from only one branch at a time slot. So the algorithm should
6. P'(p): set of interfering parents qf decide which branch should be transmitting at each time slot
7. AC(p): set of available channels for parent p A branch is eligible to transmit if the root of a branch has
gf ffg;(gl)l <:€¢'CA§]gP),<;élagv s [} packets to transmit (root of a branch is the top-most node on

. (& C . .
10: gf(SINR(C’p) < 3 P'(p)) then P'(p) < parent ofc’ g brantc;]h, contnec]:[etﬁ to kt)he S|kr]1k. ForF!nstg)r\cle nodgs 1,5 and
11:  end for are the roots of their branches in Fig. 3). In a given time
g ﬁ”‘égnnel Assignment slot, there may be more than one eligible branch (as shown on
14: while P # ¢ dog line 8 of the algorithm E holds the list of eligible branches).
15:  p — next most interfered parent from P In that case the branch with the highest number of remaining
16735 {;Spa)”: e 163;(4()7(52 packets/nodes should be scheduled (line 9). We assume that

: p P . . ;
1s P'(p') = P'(p') \ p all the nodes in the network have the information about the
19: AC(p') = AC(p') \ i number of nodes in all the branches such that all the nodes
20 ;’]‘(’ f)°f . know which branch is active at each time slot without knowing

: p) = . . . .

) the entire topology. If there is a tie, the node with the lawes
22. P«—P\p e )
23: end while id is to be scheduled.

If a branch is active in transmitting, the nodes on the branch
_ . can be either inTr (transmit) state orRx (receive) state

A. Evaluation of the Greedy Algorithm depending on their hop counts. When a branch is active, the

v; € V , construct a vertex, € V'. Create a linke;;

(v

ar

G

The aim of the receiver-based scheduling method is toot of the branch will be in statér at time slott. The nodes
schedule all the interfering parents on different freqiesc with hop counth will be in Rz state if ¢ mod2 = 0) or will

to eliminate interference. In this section, we investigdte be inT'r state if ¢ mod2 = 1). In the next slot, nodes transit
bounds on the required number of frequencies. We construdpahe opposite state. The root of the branch will have data to
constraint graplG’ = (V’, E’) from the original interference transmit only att + 2 and it will be eligible to be scheduled
graphG = (V, E) as follows: For each parent in the tredy then.

Inside the branches, there may be multiple sub-branches.

I,v;) € E’ if their corresponding vertices; and v; in G For instance consider the tree in Fig. 3. Here nodes 6 and 7

27 j A
e interfering parents.

cannot be simultaneously in tHEr state. Each node should

THEOREM 3: The number of frequencies needed th&now which one is going to transmit first. The algorithm
would be sufficient to remove all the interference links oassumes the first child of a parent gets active first. Once it

is upper bounded by:
f<AG) +1,

where A(G’) is the maximum degree af’.

finishes transmitting, the second sub-branch with node 7 can
become active. So, the algorithm assumes all the nodesdshoul
know how many time slots to wait before transiting to state

T'r, as represented on line 5 and with the condition check on

Proof: Since interfering parents are the ones for WhiCp'Ine_14'
simultaneous transmissions by their children on the same ti F19- 3 shows an example network and the generated sched-

slot and the same frequency cause interference, so long astiifePy the algorithm. Fig. (2) shows the communication links
assign different frequencies to every pair of interferiegents and interference links. In Fig. (b) nodes are scheduled on

v; and v; in the original graphG, we can remove all the a single channel and it takes 10 time slots. In Fig. (c),
interference links. frequencies are assigned to the interfering parents anihtke

By our construction, we create a vertex @ for each slot assignment takes only 6 time slots. If the interference
parent inG, and a link between two such vertices if the);:annot be eliminated as in the second part of the figure, we
are interfering parents iG. So assigning different frequen-US€ & modified version of the presented algo.rithm such that
cies to every pair of interfering parents @ is equivalent @Meng the nodes who are scheduled to be in sfatewe
to assigning different frequencies to every pair of adjacef"eck the SINR values. The algorithm schedules as many as
vertices inG. Therefore, the minimum number of frequencie§@nSmissions as possible and if the SINR constraint is ret m
required is equal to the minimum number of colors required! @ link, the transrr_ussmn is deferred for that slot and ithie |
to vertex colorG, called the chromatic number(G’), which 1S 10 be scheduled in the next slots.

is bounded by one more than the maximum graph degmee. 1HEOREM 4: The number of time slots to complete a
convergecast is lower bounded hyax(2n; — 1, N), where

V. TIME SLOT SCHEDULING FORTREE NETWORKS ni is the maximum number of nodes on any branch of the
In this section we explain how to assign time slots to th@uting tree andV is the number of nodes in the network (in
senders after frequencies are assigned to receivers. ifiee tboth n, and N, the sink node is excluded).



Algorithm 2 Assignment of time slots order beny > ng_y > ... > ny. Supposen, > 3¢} ne

: Se{Tr,Rx}: Current state of a node From Theorem 4, we know that it takes at leasf, — 1 slots

: W: Number of packets to be forwarded by the sub-branch befe node ; ;
can start transmitting to schedule branch, out of which the sink can use at most

: B = 0: Number of packets that has been forwarded by the sub-brancix — 1 slots to receive packets from other branches. Since the

N -

3
4: Initialize S according to hop count _ total number of packets in the other branches is at mpstl,
g: 1Itn<lt—la:lllze W with initial numbers given by the sink the schedule length is no more tham, — 1.
: k—1 ;
7: while n; # 0 for all branchesdo Now supposen; < > ;_; n;. In this casemax(2n; —
g E: set of branches eligible for schedulingtat LN) = N. If n,, = 1, each of the other branches can have

j = argmax{n;}

K
10: Sink receives from branchat ¢ with nodes ory active ont and¢+ 1
11: nj «—mn; —1

at most one node becausgeis the largest branch. Since the
algorithm schedules the most loaded branch in every tinte slo

12:  for all nodes that are active ando in total it will take NV slots. Otherwise, if all the branches
13 B—B+1 have equal size, the same situation repeats, and the algorit
s i B % LVIE:IetEen transmit a packet§ — Ra schedules the branches in consecutive slots requiring at mo
16: if § = Rz then receive a packets — T'r ny - k = N time slots in total.

17 end if For all other cases, we use induction as follows. Assume
igi f’j_d Ioi 1 that the algorithm used’ time slots for convergecast when
20: end while the most loaded branch on the network Hdsnodes. Next,

consider a network where the most loaded branch Mas
1 nodes such that, = M + 1. The algorithm schedules
branchk and and the next most loaded branch in the first and
second time slots. At the third time slot the braricthas M
packets left. Ifk is still the most loaded branch then according
to our assumption, the remaining packets in the network can
be scheduled inV — 2 time slots. Therefore, the complete
(a) (b) ©) convergecast can be completediNhtime slots.
Fig. 3: () Communication and interference links; (b) Seled  |f more than two branches in the network have+ 1 nodes,
with a single channel; (c) Schedule with 3 channels then at the third time slot the most loaded branch will stivé
Proof: Let n; represent the number of nodes in branch/ +1 packets left. Assumébranches havé/ +1 nodes such

. Order the branches in non-increasing order of their brantttat/ < k and! > 2. Since the algorithm schedules the most
sizes; let this order bey > ny_1 > ... > n;. Assume all the loaded branch first, at th@ + 1) time slot the most loaded
interfering links are eliminated by utilizing multiple amaels. branch will haveM packets. According to the assumption it
Since no node can receive multiple packets in a single alot, will take NV — [ time slots to schedule the remaining packets.
is a trivial lower bound to receive all the packets origithteTherefore, the convergecast can be complete itime slots.
in the network. Next, consider branéhthat has the highest [ ]
number of children. The root of this branch has to transmit
ni packets, and the children of this root have to forwayd- VI. IMPACT OF ROUTING TREE
1 packets in total. Due to the half-duplex nature, time slots As emphasized in [7], routing trees that allow more parallel
assigned to the root of this branch must be distinct from th&ansmissions do not always result in small schedule length
assigned to its children. Therefore, in total we negd-(n,— For instance, given a network, the schedule length would be
1) = 2n, — 1 distinct time slots. m N with a star topology whereas it would 2V — 1 with a

We should note that, this bound is smaller than the existitige topology, assuming there interference links are resdov
bound which was calculated &sV for general networks and The structure of the routing tree also plays an importarg rol
max(3n, — 3, N) for tree networks, where the only limiting on the schedule length. According to Theorem 4, the routing
factor is the half-duplex transceivers. Gandhamal. [1] tree should be constructed with balanced number of nodes on
showed that the number of time slots required by the originlatanches, such th@n; — 1 < N. In this section, we explore
version of the algorithm ismax(3n; — 1, N) which is 2 the possibilities of constructing such trees.
time slots more than the lower bound using a single channel THEOREM 6: The following problem is NP-complete.
We now show that a modified version of the algorithm ca@iven an arbitrary grapltz, can we construct a tre€ on
compute schedules with a length ofix(2n; — 1, N), which G, such that, < %?
is exactly the lower bound when interference is eliminated Such a tree construction is defined as “Capacitated Minimal

with multi-channel scheduling. Spanning Tree Problem” and is proved to be NP-complete [6].
THEOREM 5: The schedule length required by Algo-Given the hardness of the problem, we rely on heuristicsu Esa
rithm 2 is at mostmax(2n; — 1, N). et al. [8] use a greedy heuristic in solving the problem, using a

Proof: The idea of the proof is based on that given in [1]cost function according to the load that a node may bring to a
Let n; represent the number of nodes in braricl©rder the branch. However, they do not consider the growth possslit
branches in non-increasing order of their branch sizeghist of the branch and the node. The growth possibility is defined



as a measure to grow a branch outwards a node [9] and sédgorithm 3 Capacitated Minimal Spanning Tree

an information is very important at tree construction toidec 1: Input h G(V]»Bg)_bel tge C?‘mmurrication graph,bi the ﬁink,GS is the ]
H . growt Set, includes the tup es to represent rancn access via a node

which nodes and branches to process first. 2: Output: T represents the tree

We propose a heuristic algorithm that considers such growfh 7 < s, B — id's of the roots of the branches

o : . 4: Vn € V, GS(n) « n, unconnected neighbors af
possibilities and breaks down the tree construction mEh&N 5. vy, = 5'yeighi(b) — 1, G:S(b) — unconnected neighbors bf

into two parts. First every node collects information abiwgt 6: » =2
potential branches that it can connect to. Starting from thé Whij'\‘? h T T?axghop—ctliﬁtand?@)t d%e
) : : . : - set of nodes at hop distan
sink, all .the nodes propaga_te mformatllon abQUt the"‘. hoyae 9:  Connect the nodes that have a single potential parent first
to the sink and the potential branch id’s (direct neighbdrs @o:  Sort N according to thgzS| values in ascending order

the sink become the roots of the branches and branch idtjs for all n e N do

the id of the root of a branch). In the second part the wgg ;‘g f’_eGg(tz)a 1 can connect talo

is constructed as shown in Algorithm 3. The variagtewth  14: PG(n,b) «— ¢ Potential growth set that brings onb

set, GS of a noden includesn and the neighbor nodes thatl®: for all < € 5§ do

are not yet connected to the tree. Similadypwth set of a ig; i i‘é;((%)b)'f_bi’tgesrL GS ()

branch includes the unconnected neighbors of the nodes ttst end if

are already on the branct\eight of a branch is the number of 19: end for

nodes that are already connected to the braBchrepresents 32; enf gr(" b) = W) +[PG(n,b)

the branch access. 22: Connectr to the branctb where PG(n, :) is the minimum
The algorithm iteratively grows a tree hop by hop outwardgg ,lLJff ate thegrowth set's andweights of the related branches

the sink node. At each hop, first the nodes that have2a end for

single potential parent are connected. Next, the node waf end while

the largest growth set should be added to tree via the branch

with the minimum weight. This balances the number of nodes

on different branches and prevents a branch to grow faster VII. EVALUATION

than the other branches. However, selecting the branch withye yse a simulation based approach using Matlab to eval-
the minimum weight is not always the best option for thgate the impact of different mechanisms on the scheduling
nodes that are downwards on the tree. For instance consid@fformance. Nodes are randomly deployed over the area.
situation in Fig. 4. Node 3 is processed (if the cardinalitfhe  Terrain dimensions are varied betwe2 x 20 and 300 x
growth set of two nodes is the same, the node that has a smallgfy 1,2 to simulate different levels of density whereas the
id is processed first) and is added to to the branch 1 (BRymber of nodes is kept 480 (the node with id 1" is always

When node 4 is processed, again branch B1 should be selegfg@cted as the sink node). For different parameter sefting
considering only the weights of the branches. However, o repeat the simulations000 times.

4 also connects to the branch B1 the nodes 8,9 gnd 10 havgye use an exponential path loss model for signal propa-
only access to the branch B1 and branch Bl will be Moggiion with a path loss exponent= 3.5 which is a typical

crowded than branch B2. But if node 4 connects brj@‘ﬂfh lue for indoor environments. We simulate the behaviohef t
the nodes are balanced over the two branchesiand “5-.  £c2420 radio which is used on the Telosb and Tmote sensor
In Algorithm 3, starting from line 16 a search sei) iS mote platforms. The transmission power can be adjusted
created for node: for each brancth and it is initialized with papveen -24dBm and 0dBm ovex different levels. SINR

the growth set of b. If » joins b, and if a node in the searchinreshold isp=-3dB. The transceiver is capable of operating
set will have access only to branéhthe node is added to thegp, 16 different frequency channels.

potential growth PG) set of n.

Although, this basic algorithm tries to keep the number d !mpact of Power Control

nodes on each branch as minimum, an additional balancingn this section we evaluate the impact of transmission power
may still be needed. We use the adjustment algorithm useshtrol on the scheduling performance. We investigate two
in [9] by moving the nodes on the most-loaded branch to tlases: nodes transmit with the maximum transmission power
neighboring branches that can decrease the valug, of and nodes adjust their transmission power according to the

power control algorithm which is explained in Section IlI-A
The results are presented in Fig. 5. The x-axis shows the
length of a square area. The y-axis shows the number of

T time slots required to schedule all the transmissions in the
oraibay S EiL BB EE e network. Different lines display the results with diffetgrath
/é)\ Pa(B2) - w(2)H1POBD | - 5 ( PO(E2) = () ) loss exponentsy = 3.0,3.5,4.0 to discuss the impact of
' Update: . .
© ® o0 WED -2, G3(B1) - (4,8), G5 (B2)=(4) physical layer parameters. We cannot provide the resuits fo
@ e R A L B L > 200,a = 4.0 since it's hardly possible to generate

connected trees.
O, Fig. 4: Balanced Tree Construction



o I AL L L B B R number of nodes on each branch, such that — 1 < N.
210 X . .
200 - e KT When the number of available channels increases, we ob-
o ol - i serve a reduction on the schedule length. However, when the
7 o} X 8 number of channels is 6 or higher, the schedule length cannot
Z . ; i Jle feng
£ oHeor ] be reduced any more since the interference is eliminated and
o 150 | 7 . e . .
5 140 | f the limiting factor is due to the half-duplex operation o€ th
z 123 s e ] sink node.
= B V¥ Single Channel (a:3.0) —+— 1 . . . . .
RETC] ;‘ﬁf; Gontrol (3.9 i This set of simulations verifies that the receiver-based
133{‘""“"** AU S frequency and time scheduling method can achieve a schedule
b v 00y, pevenonrollp A, length which is bounded byhax(2n; — 1, N) as long as the

20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 . . . ..
Side Length - L number of available channels on the transceiver is sufficien

Fig. 5: Joint Scheduling and Transmission Power Controlto eliminate the interference. Compared with single-cleann

Required number of time slots, i.e. the schedule lengtigsults in sparser scenarios, we achieve a reduction of up to
increases as the network gets sparser. One would expect4fgo on the schedule length. In very dense scenarios (low
other way around since in sparser deployments the reuse of ff) reduction is small since most of the nodes can directly
time slots should be higher which would result in a smalleeach the sink node and the limiting factor is the half-duple
schedule length. However, as the network gets sparser, tagability of the transceiver of the sink node.
number of nodes that can directly reach the sink decreasbs su In Fig. 6, the first six lines represent the results collected
that the packets have to be relayed over multi-hops. In tiis ¢ with shortest path spanning trees. In the last line resulis a
more packets have to be scheduled compared with schedulimgsented according to the tree construction method ewqulai
packets in a single-hop setting. In the simulations we ofeserin Section VI (results are displayed only with 16 channels
that the number of packets to be scheduled increases faslée to the limited space). The impact of such routing trees is
than the reuse ratio. In the densest settibhg=(20), where all more visible in sparser scenarios & 200) where a further
the nodes can directly reach the sink, the schedule lengthrésluction on the schedule length is observed. When 200,
99, equal to the number of transmitting nodes in the networthe schedule length is bounded By Beyond this point it is

If the nodes adjust the level of transmission power, waostly not possible to construct trees where thg — 1 <
observe that the schedule length is smaller since somddnter N constraint can be met and the schedule length is limited
ence is eliminated and the reuse of the time slots is incteasky 2n; — 1 wheren;, is minimized by the tree construction
When a = 3.0, most of the interference is eliminated andlgorithm. As a result of this set of simulations, the reeeiv
the limiting factor is the routing tree structure. In thid 8¢ based channel assignment method combined with a suitable
simulations the routing trees were constructed as shquéght tree construction mechanism can achieve a reduction of up
spanning trees and the limiting factor is due to the maximuta 50% on the schedule length compared with single-channel
number of nodes on a branch such that —1 > N. However, communication on shortest path spanning trees.
whena > 3.5 the transmission power control approach cannot 1) Bounds on the number of frequencies: In Fig. 7, we
always eliminate the interference. In this case, the gésgracompare the upper bounti(G’) + 1 on f as per Theorem 3
networks are sparser (transmission range is around 37.8m wiith the actual number of frequencies required to remove
a = 3.5 and 23m witha = 4.0 while it is around 68m all interference links on different kinds of trees. The x-
with o = 3.0). In sparse scenarios, the nodes cannot decreaés presents the terrain length whereas the y-axis shosvs th
the transmission power further than the maximum level since@mber of channels. The top line presents the upper bound,
the transceiver cannot decode the signals below the satysiti the lower line presents the actual number of frequencied use
level which is —95dBm. Especially in sparser deploymentspy the receiver-based channel assignment method.
L > 200, the results are similar either the nodes transmit with The number of required frequencies is initially very low
the maximum power or adjust the power level. Moreover, iwhen the network is very dense < 40, since the trans-
mid-sparse deployment$(( < L < 180) the discrete power missions cannot be scheduled in parallel since the number of
levels (8 levels) and the limited range of the transmission
power limits the nodes to adjust their transmission power.

B. Impact of Receiver Based Scheduling and Routing Trees 210 Ghannel -2 -
In this section we introduce the results on the performance % 190
of receiver-based frequency and time scheduling methodhwhi
is explained in Section IlI-B. Fig. 6 presents the results
with the x-axis showing the length of a side of the square
deployment area and the y-axis showing the schedule lengthg
Different lines show the results when different number of = 110
channels are available and the last line shows the schedule ‘g1 = ™ *~

length when the routing tree is constructed with balanced 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300

Side Length - L
Fig. 6: Receiver-Based Frquuency and Time Scheduling
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Fig. 7: Bounds on the riumber of frequencies Fig. 9: Multiple Transceivers on the Sink Node

receivers is low. When. < 30, all the nodes can directly proximately the same only with 2 channels while TMCP uses
reach the sink node, one frequency is sufficient. As tH& channels since the method allows more nodes to transmit
network gets sparser the number of receivers (i.e. parerits)parallel. For instance while a node is receiving from its
increases. Accordingly, the level of interference in themoek  children, the parent of this node can transmit simultanigous
increases and more frequencies are required to suppolhigbaravhich would not be possible if they communicate on the same
transmissions. However, whdn> 80, the number of required channel.
channels decreases since the level of interference desteas ) ) ) ) ]
Trends of both of the lines are quite similar. Receiver-Has&+ Multiple Transceivers at the sink node, multiple sinks
channel assignment actually requires less time slots than t In this section we analyze the schedule length when the sink
calculated upper bound and the required number of channislssquipped with multiple half-duplex transceivers sucht th
to eliminate interference is lower than or equal to the aldd the transceivers can receive in parallel from differentises.
number of 16 channels on CC2420 radios, with 100-nodge vary the number of transceiversg, from 1 to 4 and
networks. accordinglytx trees are created in parallel in the simulations.
2) Comparisons. In this section, we compare the per- Fig. 9 presents the results (shortest path spanning trees
formance of the receiver-based scheduling method with thee used). In denser scenarids & 140), reduction on the
TMCP protocol [5]. TMCP is a tree based channel assignmestthedule length is proportional to the number of available
method such that different channels are allocated to edthnsceivers at the sink node. However, in sparser scenario
branch of the tree. The goal is to partition the network intespecially wherl, > 220, there is almost no reduction on the
multiple subtrees with minimizing the intra-tree intedace. achievable schedule length if the sink has a single travescei
It is a greedy algorithm and assigns the channels one by arfemultiple transceivers. In sparser scenarios, the nurnber
to the nodes from top-to-bottom on a fat tree. When a nodeighbors that a node can connect to is limited. Therefore, i
is to be added to a subtree, the subtree where the node briisgdifficult to balance the number of nodes transmitting to a
the least interference is selected. particular transceiver of the sink node such that, — 1 < N,
After the channel assignment, the time slots are assignedibereny, is the maximum number of nodes on any branch
the nodes with the same method as explained in Section of.treet and N, is the number of nodes on tréeln sparser
Fig. 8 presents the comparisons between the receiver-baseenarios:;; with multiple transceivers and;. with a single
channel assignment and the TMCP protocol with 2 and 1@nsceiver is mostly the same.
channels with the x-axis showing the side length of the Next, we evaluate the schedule length if there are multiple
deployment area and the y-axis showing the schedule lengiinks deployed within the network. We vary the number of
We use shortest path routing trees (not the balanced tregisiks from1 to 16. Sinks are randomly deployed as well as the
with the receiver-based channel assignment method forra fagdes. Fig. 10 shows the results. Compared with the results i
comparison. Receiver-based channel assignment perfggmsFaig. 9, we can achieve a reduction on the schedule length also
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in sparser scenarios since the number of transmitting ntades IX. CONCLUSIONS

different sink nodes can be balanced. In denser deploymentgye have explored fast convergecast scheduling in wireless
(L < 100) the reduction is proportional with the number o&ensor networks where the nodes communicate on a TDMA
available channels. However, whén< 200, a factor of half gchedule and the objective is to minimize the schedule fengt

of the availa_bl_e sinks is achieved due to the sparseness %‘@omplete convergecast operations. By addressing thafun
less connectivity. mental limitations due to interference and half duplex reatu
of the radios on the nodes, we explored techniques to eltmina
VIIl. RELATED WORK those limitations. We found that while power control is Help
in reducing the schedule length, scheduling transmissions
different frequency channels is more efficient in mitiggtthe
%ffects of interference. Once the interference is elingidatve
oved that with half-duplex radios the achievable schedul
th is lower-bounded byax(2ny — 1, N), whereny, is the
maximum number of nodes on a subtree @hds the number
of nodes in the network. Using an optimal convergecast
g&ieduling algorithm, we showed that the lower bound is
achievable once a suitable balanced routing scheme is used.

hedules. Another simil av i din 71 whee c?ﬁrough extensive simulations, we demonstrated up to 50%
schedules. Another similar study is presented in [7] w € Leduction on the schedule length by using the mentioned

NP—compIetgness of the problem is proved V}”th Slngle'Cti'hnr?mprovements compared with single-channel communication
communication. However, the authors don’'t address how %Q] minimum spanning trees

overcome the limitations on schedules, either. DuartesMe
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