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Abstract

Energy-efficiency, one of the major design goals in wireless cellular networks, has received much attention lately,

due to increased awareness of environmental issues and economic issues for network operators. In this paper, we

develop a theoretical framework for BS energy saving that encompasses dynamic BS operation and the related problem

of user association together. Specifically, we formulate a total cost minimization that allows for a flexible tradeoff

between flow-level performance and energy consumption. For the user association problem, we propose an optimal

energy-efficient user association policy and further present a distributed implementation with provable convergence.

For the BS operation problem (i.e., BS switching on/off), which is a challenging combinatorial problem, we propose

simple greedy-on and greedy-off algorithms that are inspired by the mathematical background of submodularity

maximization problem. Moreover, we propose other heuristic algorithms based on the distances between BSs or the

utilizations of BSs that do not impose any additional signaling overhead and thus are easy to implement in practice.

Extensive simulations under various practical configurations demonstrate that the proposed user association and BS

operation algorithms can significantly reduce energy consumption.

Index Terms

Energy-efficient, cellular system, user association, base station operation, flow-level dynamics, greedy algorithms;

I. INTRODUCTION

Energy-efficient design of wireless networks has received significant attention for decades with emphasis

on prolonging battery life-time for sensor nodes and mobile terminals [1]. More recently, there has been
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a renewed focus on energy-efficiency in wireless networks from the different perspective of reducing the

potential harms to the environment caused by CO2 emissions (e.g., global warming) and the depletion of

non-renewable energy resources. Reducing energy consumption has also economic impact on revenue, e.g.,

the wireless network operators are estimated to spend more than 10 billion dollars for electricity [2], a

significant portion of their operational expenditure (OPEX). Energy consumed by ICT (Information and

Communication Technology) industry is rising at 15-20% per year, doubling every five years [3].

Pushed by such needs of energy reduction, the operators have been seeking ways to improve energy-

efficiency in all available dimensions and all components across base stations (BSs), mobile terminals

(MTs) [4]–[7], and backhaul networks [8]. The focus of this paper is on reducing the energy consumption

in BSs, since BSs use a significant portion of energy used in cellular networks, reported to amount to about

60-80% [9]. Energy reduction in BSs is achieved in various ways: novel hardware designs (e.g., adopting

energy-efficient power amplifiers [10] and fanless cooler, or even cooler based on natural resources [11]),

resource management scheme (e.g., power control), smart topological designs [12]–[14] from deployment

to operation (e.g. using relay, cite optimization or dynamic switching), etc.

In this paper, we study dynamic, load-aware on/off operation schemes of BSs. BSs are typically deployed

and operated on the basis of peak traffic volume and also stayed turned-on irrespective of traffic load.

Recent research based on the real temporal traffic trace over one week usage [2] reports that BSs are

largely underutilized; the time portion when the traffic is below 10% of peak during the day is about 30%

in weekdays and about 45% in weekends. However, even BSs with small or no activity consume more

than 90% of its peak energy (e.g., a typical UMTS BS consumes 800-1500W and has an RF output power

of 20-40W). Therefore, instead of turning off just radio transceivers, dynamic BS operations, which allow

the system to entirely turn off some underutilized BSs and transfer the imposed loads to neighboring BSs

during low traffic periods such as night time, has substantial potential to reduce the energy waste.

Turning on/off of BSs must be coupled with user association: when a set of active BSs changes, a MT

may need to be associated with a new BS. This coupling makes solving the problem more challenging.

To decouple user association and dynamic BS on/off operation and purely focus on each of problems, we

make a reasonable assumption of time-scale separation such that user association is determined at a much

faster time-scale than that of dynamic BS operation. Under this assumption, we decompose our problem

into two subproblems. This assumption can be confirmed by measurement data in real networks, and also

follows our intuition that the operator will apply dynamic BS on/offs depending on the traffic load, e.g.,
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every a couple of hours or even less frequently, whereas user association is decided over a much finer time

granularity.

There have been many studies [15]–[22] on user association policies under different models and assump-

tions. They basically considered two metrics for selecting the serving BS, (i) received signal quality (pilot

signal strength, SINR or corresponding achievable rate) and (ii) cell traffic load. It should be noted that the

user association policy proposed in this paper, which is both energy and load aware, is a generalized version

of [22], which was focused on load balancing only. Specifically, we further consider the operational power

consumption of BSs as the user association metric so that MTs are likely to be associated with energy-

efficient BSs. Recently, several papers studied energy conservation effect through BS on/off [9], [23]–[25].

Luca et al. [23] showed the possibility of energy saving by simulations. Marsan et al. [9] presented a

predefined BS sleep pattern for a deterministic traffic profile over one day. Dynamic BS switching algorithms

[24], [25] were also proposed under the setting where traffic patterns are not predictable from day to day.

In addition, the concept of BS sharing was introduced in [26], where different operators pool their BSs

together to further conserve energy.

We aim at developing algorithmic solutions based on flow-level dynamics [27] where new file transfers are

initiated at random and leave the system after being served over time. Despite analytical challenges of this

dynamic model, this model seems to be more practical than a static model with a fixed set of backlogged

users which was studied in many previous papers [18]–[20], [24]. Moreover, our model considers spatially

inhomogeneous traffic distribution and also capture signal degradation due to being served by further BSs

when a previously associated BS is switched off. Such a dynamic model also enables us to investigate the

tradeoff between flow-level performance and energy consumption.

The main contributions of this paper are summarized as follows:

1) First, we develop a theoretical framework for BS energy saving that considers dynamic BS operation

and the related problem of user association together. Specifically, we formulate a total cost minimization

problem that allows for a flexible tradeoff between flow-level performance and energy consumption

by adjusting a single parameter � that will be defined later. In addition, our cost function for energy

consumption are general enough to encompass several types of BSs, from energy-proportional BSs to

non-energy-proportional BSs and, in the extreme, constant energy consumption BSs as well.

2) Second, we decompose our general problem into two subproblems, (i) energy-efficient user association

and (ii) energy-efficient BS operation, and tackle these problems one by one. For the user association
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problem, we propose an optimal energy-efficient user association policy and further present a distributed

implementation with provable convergence irrespective of the initial condition. For the BS operation

problem (i.e., BS switching on/off), finding the optimal set of active BSs, is very difficult because it

is a challenging combinatorial problem where the number of possible cases exponentially increases as

the total number of BSs increases. In order to overcome the prohibitive complexity, we propose simple

greedy-on (GON) and greedy-off (GOFF) algorithms that are inspired by the mathematical background

of submodularity maximization problem. We further propose other operator-friendly heuristic algorithms

(GON-Dist, GOFF-Dist and GOFF-Util) based on the distances between BSs or the utilizations of BSs

that do not impose any additional signaling overhead on MTs and thus are easy to implement in practice.

We find that GOFF-Util offers comparable performance to GON and GOFF.

3) Third, through extensive simulations under various practical configurations, including the scenarios from

a real deployment of BSs, we have obtained many interesting results: (i) The proposed energy-efficient

user association and BS operation algorithms can significantly reduce the energy consumption by up

to 70-80%, in which the amount of energy saving depends on the arrival rate of traffic and its spatial

distribution as well as the density of BS deployment. For example, we can obtain large energy saving

in the case of low traffic loads and/or in the urban and suburban environments, but almost no or low

energy saving in the rural environment. (ii) When the portion of fixed power consumption for BSs is

very small (i.e., for more energy-proportional BSs), the energy saving mostly comes from the proposed

user association algorithm that allows MTs to select energy-efficient BSs. However, when the portion

is large, which is a reasonable assumption for BSs in practice today, much larger energy savings can be

obtained by the proposed BS operation algorithm that turns off some underutilized BSs.

The remainder of this paper is organized as follows. In Section II, we formally describe our system model

and general problem. In Section III, we propose an energy-efficient user association policy and present its

distributed implementation. In Section IV, we propose several greedy BS operation algorithms. In Section

V, we provide extensive simulation results followed by conclusion in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an infrastructure-based wireless network with multiple BSs, where our focus is on downlink

communication, i.e., from BSs to MTs. We consider a region L 2 R2 served by a set of BSs B. Let x 2 L
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denote a location and we use i 2 B to index a typical i-th BS. We assume that file transfer requests arrive

following an inhomogeneous Poisson point process with arrival rate per unit area �(x) and file sizes which

are independently distributed with mean 1=�(x) at location x 2 L, so the traffic load density is defined as
(x) := �(x)�(x) ; we assume 
(x) < 1 for x 2 L. This captures spatial traffic variability. For example, a hot

spot can be characterized by a high arrival rate and/or possibly large file sizes.

When the set of BSs Bon is turned on, the transmission rate of a user located at x and served by BS i 2 Bon

is denoted by 
i(x;Bon). For analytical tractability, we assume that 
i(x;Bon) does not change over time,

i.e., we do not consider fast fading or dynamic inter-cell interferences. Instead, 
i(x;Bon) can be considered

as an time-averaged transmission rate. This assumption is reasonable in the sense that the time scale of

user association is much larger than the time scale of fast fading or dynamic inter-cell interferences. Hence,

the inter-cell interference is considered static Gaussian-like noise, which is feasible under interference

randomization or fractional frequency reuse [18], [19], [28]. This static inter-cell interference model has

also been adopted in previous load-balancing work as well [18], [19], [28].

It should be noted, however, that 
i(x;Bon) is location-dependent but not necessarily determined by the

distance from the BS i. Hence, 
i(x;Bon) can capture shadowing as well. For example, 
i(x;Bon) can be

very small in a shadowed area where the channel gain is very small.

The system-load density %i(x;Bon) is then defined as %i(x;Bon) := 
(x)
i(x;Bon) ; which denotes the fraction of

time required to deliver traffic load 
(x) from BS i to location x. We further introduce a routing functionpi(x), which specifies the probability that a flow at location x is associated with BS i. Intuitively, pi(x)
can be interpreted as the time fraction that a flow arrived at location x is routed to BS i. We will see

that, however, the optimal pi(x) will be either 1 or 0, i.e., deterministic routing (or user association) is the

solution of our optimization problem, which is defined in the sequel.

Definition 2.1 (Feasibility): The set F(Bon) of feasible BS loads (or utilization) � = (�1; � � � ; �jBj) when

the set of BSs Bon � B is turned on, is given byF(Bon) = n � j �i = ZL %i(x;Bon)pi(x)dx; 8i 2 B; (1)0 � �i � 1� �; 8i 2 B; Xi2B pi(x) = 1; (2)0 � pi(x) � 1; 8i 2 B, 8x 2 L; pi(x) = 0; 8i 2 BnBon; 8x 2 Lo; (3)
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where � is an arbitrarily small positive constant1. Hence, the feasible BS loads � has the associated routing

probability vector p(x) = (p1(x); � � � ; pjBj(x)) for all x 2 L.

Lemma 2.1: The feasible set F(Bon) is convex.

Proof: The proof can be done similarly as in [22] with the additional constraint (3).

B. Problem formulation

In this paper, we consider both the cost of flow-level performance such as file transfer delay and the cost

of energy. Our problem is to find an optimal set of active BSs (Bon) and BS loads � (i.e., user association)

that minimize the total system cost function, given byminBon;� n��(�;Bon) + � (�;Bon) ���� 2 F(Bon);Bon � Bo ; (4)

where � � 0 is the parameter that balances the tradeoff between the flow-level performance and the energy

consumption. When � is zero, we only focus on the flow-level performance, however, as � grows, more

emphasis is given to energy conservation.

(i) The cost function of flow-level performance: A generalized �-delay performance function in [22] is

adopted and modified such that it becomes zero at � = 0.��(�;Bon) = 8>>><>>>: Xi2Bon

(1� �i)1�� � 1�� 1 ; � 6= 1Xi2Bon

log

� 11� �i� ; � = 1 (5)

where � � 0 is a parameter specifying the desired degree of load balancing. When � = 0 (rate-optimal),�0(�) becomes
Pi �i. Thus, each MT prefers the BS offering the highest transmission rate to minimize

the total utilization regardless of traffic load distribution. When � = 2 (delay-optimal), �2(�) becomes toPi �i1��i , which is equal to the total number of flows in the system if we consider the system as M/GI/1

multi-class processor sharing system [29]. From Little’s law, minimizing �2(�) is equivalent to minimizing

the average delay experienced by a typical flow. As � further increases, ��(�) places more emphasis on the

traffic loads rather than the transmission rate. Especially, when � goes to infinity (load-equalizing), we try

to minimizes the maximum utilization, which equalizes the utilization of all the BSs.

1It should be noted that � is required to make F(Bon) a compact set on which our objective function (4) is defined. This is essential for

the existence of the fixed point, which is proven to be the solution of our optimization problem. For details, please refer to [22].
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(ii) The cost function of energy: We newly introduce a general model for BSs consisting of two types of

power consumptions: fixed power consumption and the power consumption proportional to BS’s utilization. (�;Bon) = Xi2Bon

h(1� qi)�iPi + qiPii; (6)

where qi 2 [0; 1℄ is the portion of the fixed power consumption for BS i, and Pi is the maximum operational

power of BS i when it is fully utilized, i.e., �i = 1, which includes power consumptions for transmit antennas

as well as power amplifiers, cooling equipment and so on. When qi = 0, BSs are assumed to consist of only

energy-proportional devices. Such BSs would ideally consume no power when idle, and gradually consume

more power as the activity level increases. This type of BSs will be referred to as energy-proportional BS.

However, this energy-proportional BS is still far from reality because several devices in the BSs dissipate

standby power while inactive. As an example, a class-A amplifier, which is a typical power amplifier for

macro BSs and one of the most power consuming devices in BSs, has the maximum theoretical efficiency

of 50% [30]. This type of BSs, which consume the fixed power irrespective of its activity unless they

are totally turned off, i.e., qi > 0, will be referred to as non-energy-proportional BS. It is worthwhile

mentioning that small BSs such as micro, pico and femto BSs may have smaller values of qi than that of

macro BSs because they do not usually have either a big power amplifier or a cooling equipment. Note

that when qi = 1, our model can also capture a constant energy consumption model, which is widely used

in literature [2], [9], [23]–[25].

C. Our Approach

Solving the general problem in (4) is very challenging due to highly complex coupling of BS operation

and user association. For analytical tractability, we shall make an assumption on time-scale separation that

flow arrival and departure process and the corresponding user association process are much faster than the

period on which the set of active BSs are determined. From many measurement data in real networks [2],

[9], [24], [25], the traffic pattern clearly varies over time (as well as space), but could be assumed almost

constant during a certain period of time, e.g., one hour. Since the time-scale for determining the set of

active BSs is similar to the order of traffic-pattern changing, it is definitely much larger than that of flow

arrival and departure process, which are typically less than several minutes.

Under this assumption, our general problem given in (4) can be decomposed into two subproblems, in

which BS operation problem is solved at a slower time scale than user association problem. We will discuss
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each of problems in the consequent Sections III and IV.

1) User association problem: For any given set of active BSs Bon, the problem in (4) reduces to the

following load balancing problem by ignoring the constant fixed power consumption term
Pi2Bon

qiPi. This

problem can be also interpreted as user association problem because it finds the optimal BS utilization

vector � by determining with which BS each MT should associated.

User association problem [P-UA]: min�2F(Bon) ��(�;Bon) + � Xi2Bon

(1� qi)�iPi: (7)

2) BS operation problem: Now our focus moves to the following BS operation problem that finds the

optimal set of active BSs Bon on the longer time-scale.

BS operation problem [P-BO]: minBon�B G(Bon) + � Xi2Bon

qiPi; (8)

where the function G(Bon) is defined as the obtaining optimal value from the underlying user association

in (7), i.e., G(Bon) := min�2F(Bon) ��(�;Bon) + �Pi2Bon
(1� qi)�iPi.

Remark 2.1: It is worthwhile mentioning that [P-UA] and [P-BO] have conflicting interest each other.

[P-UA] tries to distribute traffic loads to improve the flow-level performance ��(�;Bon). On the other hand,

to minimize
Pi2Bon

qiPi, [P-BO] tries to concentrate traffic loads to a subset of BSs Bon and turn off the

other BSs.

III. ENERGY-EFFICIENT USER ASSOCIATION

In this section, given the set of active BSs Bon, we focus on solving [P-UA] in (7), i.e., associating users

with BSs in an energy-efficient manner, considering load-balancing. We present an optimal user association

policy and further present its online distributed implementation with provable convergence.

A. Example: A Liner Two-Cell Network

We start with a simple case to give insight into the structure of the optimal solution. Consider a linear

two-cell topology consisting of one macro BS and one micro BS a distance D apart. We use subscriptsM and m for the macro and micro BSs, respectively. The macro BS is assumed to have higher fixed

operational power consumption than the micro BS, i.e., (1� qM)PM > (1� qm)Pm. We further assume a

simple channel model only depending on distance and a feasible spatially homogeneous traffic load with
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(x) = 
 for all x 2 [0; D℄. Then, the user association problem [P-UA] can be rewritten as the following

optimal coverage division problem (i.e., [0; R℄ and [R;D℄ are the coverages of the macro and micro BSs):minR2[0;D℄ ��(�;Bon) + ��(1� qM)�MPM + (1� qm)�mPm�; (9)

where the BS utilizations, the functions of R, are given by �M = R R0 

M (x;B)dx and �m = R DR 

m(x;B)dx.

We now state a lemma that as the tradeoff parameter � increases, the energy-efficient micro BS will have

larger coverage.

Lemma 3.1: When � > 0, the optimal solution R� for the problem in (9) is a decreasing function of �.

Proof: We obtain the following optimality condition by taking the derivative of the objective function

in (9) with respect to R:� 1(1� �M(R))� + �(1� qM)PM� ��M (R)�R = � 1(1� �m(R))� + �(1� qm)Pm� ��m(R)�R ; (10)

We put
��M (R)�R = 

M (R) and

��m(R)�R = 

m(R) into (10). Also, denote by K(R) := 
m(R)
M (R) the ratio between

transmission rates. It is clear that K(R) is increasing in R. Then, we have:� [K(R)(1� qM)PM � (1� qm)Pm℄ + 1(1� �M (R))� = 1(1� �m(R))� ; (11)

Suppose that the optimal solution R� is increasing in �. While the first and second terms in the left side

of eq. (11) increase as R increases, the right side of eq. (11) decreases. These contradict each other. Thus,R� is a decreasing function of �. This completes the proof.

B. Optimal user association policy

Let us denote the optimal BS load vector by �� = (��1; � � � ; ��jBj), i.e., solution to the problem [P-UA], and

further denote the optimal user association at location x by i�(x). We now present the optimality condition

of the problem that describes an optimal user association policy.

Theorem 1: If the problem [P-UA] is feasible, then the optimal user association made by the MT located

at x to join BS i�(x) is given byi�(x) = argmaxj2Bon


j(x;Bon)(1� ��j)�� + �(1� qj)Pj ; 8x 2 L: (12)
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Its implication is as follows. When � = 0, the user association is determined by the flow-level perfor-

mance. However, as � grows, the decision metric is shifted to power consumption (or energy). Note that

as � goes to infinity, the decision is purely made byi�(x) = argmaxj2Bon


j(x;Bon)(1� qj)Pj ; 8x 2 L; (13)

which implies that the MT joins the BS that maximizes bits per joule. Considering the fact that typically
i(x;Bon) is a logarithm function of Pi2, the impact of Pi in the denominator is expected to be very high

in the BS selection.3

Proof: Now we prove that (12) is the optimal user association rule of Problem 1. Let �� be the optimal

solution of Problem 1. Since Problem 1 is a convex optimization, it is sufficient to show that, for all� 2 F(Bon), hr��(��);���i � 0; where ��� = �� ��. (14)

Let p(x) and p�(x) be the associated routing probability vectors for � and ��, respectively. Then, (12)

generates the deterministic cell coverage, and thus the association rule is given byp�i (x) = 1

(i = argmaxj2Bon


j(x;Bon)�1� ��j��� + �(1� qj)Pj) ; (15)

and then the inner product can be computed such ashr��(��);���i = Xi2Bon

�(1� ��i )��+ �(1� qi)Pi� (�i � ��i )=Xi2Bon

�(1� ��i )��+ �(1� qi)Pi�ZL�i(x)(pi(x)� p�i (x))dx=ZL 
(x) Xi2Bon

(1� ��i )�� + �(1� qi)Pi
i(x;Bon) (pi(x)� p�i (x))dx
From (15), the following inequality,Xi2Bon

(1� ��i )�� + �(1� qi)Pi
i(x;Bon) pi(x) � Xi2Bon

(1� ��i )�� + �(1� qi)Pi
i(x;Bon) p�i (x) (16)

2More precisely, 
i(x;Bon) is a logarithm function of BS i’s transmission power based on Shannon’s formula that is strongly related to

operational power Pi, e.g., the higher transmission power implies the higher operational power.
3Note that (13) may not be able to stabilize the system even if it can be stabilized. This is because, as can be seen in (13), user association

is performed without any knowledge of BS loads �.
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holds because p�i (x) in (15) is an indicator for the minimizer of
(1���i )��+�(1�qi)Pi
i(x;Bon)) . Hence, hr��(��);���i � 0.

C. Distributed Implementation Achieving Optimality

Now we propose an online distributed algorithm that achieves the global optimum of [P-UA] in an

iterative manner. The distributed algorithm involves two parts.

Mobile terminal: At the start of the k-th iteration period, MTs receive BS loads �(k), e.g., through broadcast

control messages from BSs.4 Then, a new flow request for a MT located at x simply selects the BS i(x)
using the deterministic rule given byi(k)(x) = argmaxj2Bon


j(x;Bon)�1� �(k)j ���+ �(1� qj)Pj ; 8x 2 L (17)

Base station: During the k-th period BSs measure their average utilizations after some period of time, i.e.,

when the system exhibits stationary performance. Then, BSs broadcast the average utilization vector �(k+1)
for the next iteration.

This simple iteration provably converges to the global optimal point with a simple modification of the

proof in [33].

IV. ENERGY-EFFICIENT BS OPERATION

BSs typically consume large amounts of energy in power amplifier circuit, air conditioning unit, etc,

irrespective of offered loads. As a simple intuition, the ratio of the overhead power to the total power

(= qiPi= [qiPi + (1� qi)�iPi℄) is close to 100% for small loads �i: Thus, it would be definitely beneficial

to turn off BSs with low activity, in conjunction with energy-efficient user association. In this section, we

propose algorithms that reduce the energy consumption by solving the BS operation problem [P-BO] in

(8) determining the set of BSs that can be switched off.

Recall that the function G(Bon) = min�2F(Bon) ��(�;Bon) + �Pi2Bon
(1 � qi)�iPi is obtained by the

optimal user association policy in (12). The objective function in (8) is convex in � given Bon, but becomes

a nonconvex and also discontinuous function when Bon is considered as a variable. Thus, this BS operation

problem is a challenging combinatorial problem with O(2jBj) possible cases, which makes it very difficult

to find an optimal solution through exhaustive search, especially, when the number of BSs is large. Thus,

we propose greedy-style heuristic algorithms, each of which has slightly different design rationale.

4IEEE 802.16m facilitates this type of message structure [31], [32].
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A. Greedy Turning On Algorithm for BS operation

1) Algorithm description: We first describe a greedy turning on algorithm, called GON, that iteratively

finds BSs that have some benefit of delay reduction per their power usages.

Greedy on algorithm (GON)

1: Initialize Bon = Binit

2: while

3: Calculate MGON(i) = G(Bon)�G(Bon[i)qiPi ; 8i 2 B n Bon

4: Find the BS i� = argmaxi2BnBon
MGON(i),

5: if MGON(i�) > �, then Bon  Bon [ fi�g;
6: else, stop the algorithm.

7: end while

We introduce a metric MGON(i) for BS i that represents the turn-on benefit per fixed power consumption

for BS i. The GON starts with a initial set of BSs Binit and iteratively finds the best BS as a candidate

among the set of inactive BSs B nBon that has the highest MGON (step 4). Then, the algorithm finally adds

the selected BS to the list of BSs to turn on, only if its metric is greater than � (step 5), and stops otherwise.

2) Design rationale: Consider the following problem that is closely related to (8):minBon�B G(Bon) subject to
Xi2Bon

qiPi � C; (18)

where we essentially move the power consumption cost in the objective function into the constraint of

power consumption with some nonnegative budget C: For a given �; we can find C = C(�)5, such that the

same optimal solutions are achieved for (8) and (18), in which � is interpreted as a Lagrange multiplier of

the dual formulation of (18).

We transform (18) into: maxA�BnBon

H(A) subject to 
(A) =Xi2A 
(i) � ~C; (19)

where A = Bon n Binit, H(A) = G(Binit) � G(Binit [ A) = G(Binit) � G(Bon), 
(i) = qiPi and ~C =C �Pi2Binit

(i). If it can be shown that H is a non-decreasing submodular set function, then a variant

greedy algorithm of GON, where the only difference lies in the stopping condition (step 5), can be shown

5C(�) is a non-increasing function of �.
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to achieve a constant factor (1� 1=e) approximation6 of the optimal value of (19).

Submodularity, informally, is an intuitive notion of diminishing returns, which states that adding an

element to a small set helps more than adding that same element to a larger set. Formally, it is defined as

follows.

Definition 4.1: A real-valued set function H , defined on subsets of a finite set S is called submodular

if for all A1 � A2 � S and for all s 2 S n A2, if it satisfies thatH(A1 [ s)�H(A1) � H(A2 [ s)�H(A2): (20)

In the appendix, we provide an affirmative simulation result that although �G is not exactly submodular

in general, it is an almost submodular set function. This explains why the proposed greedy algorithm works

well as will be shown later.

The choice of the initial set of active BSs Binit should be made carefully, such that the system is stable

for Binit. The Binit with a small number of BSs may not support the system, i.e., ��(�;Bon) (and thus G as

well) goes to infinity. In constructing Binit, we randomly choose the first BS and sequentially add the BS

that has the maximum distance to the previous set of BSs until the system can be stabilized.

B. Greedy Turning Off Algorithm for BS operation

We propose another greedy algorithm, called GOFF (Greedy Off), which can be interpreted as the opposite

of GON. The GOFF, unlike GON, starts from the entire BSs B and finds a solution by iteratively removing

the BS with the lowest turn-off detriment per fixed power consumption. Note that GOFF does not have the

issue of choosing Binit:
Greedy off algorithm (GOFF)

1: Initialize Bon = B
2: while

3: Calculate MGOFF(i) = G(Bonnfig)�G(Bon)qiPi ; 8i 2 Bon

4: i� = argmini2Bon
MGON(i)

5: if MGON(i�) < �, then Bon  Bon � fi�g;
6: else, stop the algorithm.

7: end while

6The maximum submodular maximization problem (MSMP) in (19) is a NP-hard problem in general. It has been proved that the greedy

algorithm of MSMP can achieve a constant factor (1� 1=e) approximation and its ratio is an optimal in the sense that no other polynomial

algorithms with better constant approximation ratio exist. We refer the readers to [34], [35] for the details.
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C. Discussion: GON and GOFF

We now discuss the implication of the metric MGOFF(i) used in GOFF (or MGON(i) used in GON). Note

that this metric can be interpreted as the network-wide impact per unit power cost. GOFF tends to choose

and remove the BS that will bring the small impact on the network when turned off, whereas GON tends

to choose and add the BS that will bring the large impact on the network when turned on. From the BSi’s perspective, the following internal and external factors, coupled in a complex manner each other, affect

the metric MGOFF(i)7 and the choice of the final set Bon.

a) Internal factors of BS i: Traffic loads imposed on BS i is one of the dominant factors. Turning-off BS i
with high utilization will cause high impact on neighboring BSs because the large amount of traffic loads

needs to be transferred (or handed over) to its neighboring BSs with potentially low signal strengths.

b) External factors around BS i: When turning-off the BS i, its network-wide impact also depends on

the neighboring environment, e.g, the number of, the distance to, and the utilization of the neighboring

BSs. As the number is small, the distance is far, and/or the utilization is high, we can expect high

network-wide impact.

It should be noted that GON and GOFF require information about spatial system-load density % in

order to to compute their metrics. This is because G inside the metrics depends on �, where � is defined

as the integral (or summation) of % over the space in (1). We can obtain this information by exchanging

signaling messages or use the predetermined traffic profile over a period (e.g., one day) as in [9]. In the next

subsection, we propose other purely heuristic algorithms that are more operator-friendly in the sense that

no signaling or measurement overhead is necessary, yet with possible performance degradation compared

to GON and GOFF.

D. Other Heuristic Algorithms

We first exploit the distances between BSs, such that BSs distant from (resp. close to) each other are

turned on (resp. off). Motivated by it, we propose distance-based greedy heuristics based on GON and

GOFF, called GON-DIST and GOFF-DIST, by simply modifying the metrics in the step 3 of GON and

7The case of MGON(i) can be understood similarly.
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GOFF as follows: MGON-DIST(i)= hQj2Bon
d(i; j)i1=jBonj; 8i 2 B n Bon; (21)MGOFF-DIST(i)= hQj2Bon;j 6=i d(i; j)i1=jBonj; 8i 2 Bon; (22)

where the geometric mean of the distances to the other BSs are used for the distance metric.

We also propose a greedy algorithm, called GOFF-UTIL8, that chooses the most underutilized BS by

modifying the metric in the step 3 of GOFF as follows:MGOFF-UTIL(i) = �i; 8i 2 Bon; (23)

These metrics are easy to calculate because the distances between BSs are given and BSs’ utilizations

are easy to measure. In Section V, we compare the performance of the proposed algorithms GON, GOFF,

GON-DIST, GOFF-DIST and GOFF-UTIL with that of exhaustive search under various practical scenarios.

V. NUMERICAL RESULTS

We verify the proposed energy-efficient user association and BS operation algorithms through extensive

simulations under various practical configurations. A network topology composed of five macro BSs and

five micro BSs in 2�2 km2 as shown in Fig. 2 is considered for our simulations. A real 3G BS deployment

topology consisting of heterogeneous environments (urban, suburban and rural areas) is also considered in

subsections V-B and V-C in order to provide more realistic simulation results. We use typical transmission

and operational powers for BSs given in [36]. The maximum transmission powers of macro and micro BSs

are 43dBm and 30dBm, and the maximum operational powers of macro and micro BSs are 865W and 20W,

respectively.

For the traffic model, we assume that file transfer requests follow a Poisson point process with arrival

rate �(x). Each request has exactly one file that is log normally distributed with mean 1=�(x) = 100
kbyte. In modeling propagation environment, the modified COST 231 path loss model with macro BS

height h = 32m and micro BS height h = 12:5m is used. Other parameters for the simulations follow the

suggestions in the IEEE 802.16m evaluation methodology document [37]. We consider the average delay

experienced by a typical flow as our system performance metric, i.e., setting the degree of load balancing

parameter as � = 2 for the cost function of level performance. For the cost function of energy, we vary the

8Note that it does not make sense to have GON-UTIL policy since BSs that are turned off cannot have utilizations by the definition.
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portion of fixed power consumption qi between 0 and 1 so that we can cover several types of BSs from

energy-proportional BSs to non-energy-proportional BSs.

A. Energy-delay Tradeoff for Energy-proportional BSs

We first consider energy-proportional BSs (qi = 0) and investigate the performance obtained purely by

the proposed energy-efficient user association algorithm. Fig. 1 shows the energy-delay tradeoff curves by

varying the energy-delay tradeoff parameter � = 10�5�100 for the different values of arrival rate �(x). As

expected, we can obtain energy saving at the cost of delay increase when we increases �. The percentage

of maximum energy saving (moving from � = 10�5 to � = 100) is about 50%. This result is obtained

under homogeneous traffic distribution, i.e., �(x) = � for all x 2 L. Similar trends can be also observed

in inhomogeneous traffic distribution, although we do not provide it due to space limitation.

In order to examine where these energy savings come from, we plot Figs. 2 (a) and (b) that illustrate

the snapshots of cell coverage for the cases of low � = 10�5 and high � = 100. By comparing two figures,

we can clearly see that the micro BS, which is more energy-efficient than the macro BSs, will have large

coverage for the case of high � (i.e., giving more emphasis on conserving energy). In other words, more

MTs are associated with and served by the energy-efficient micro BSs that are indexed by 6 to 10 in the

figures. This result coincides with Lemma 3.1. However, as the traffic loads are concentrated in the micro

BSs, the large utilizations at the micro BSs will results in the increase of per-flow delay.

B. Energy-Delay Tradeoff for Non-energy-proportional BSs

We now consider non-energy-proportional BSs (qi = 0:5) and investigate the performance obtained by

both the proposed energy-efficient user association and BS operation algorithms. We consider GON, GOFF,

GON-DIST, GOFF-DIST and GOFF-UTIL as the BS operation algorithm, and compare their performance

with the optimal solution obtained by exhaustive search. Fig. 3 depicts the map of BS layout [38] that we

use for more realistic simulations. It is a part of real 3G network operated by one of the major mobile

network operators in Korea (the source has to be anonymized to preserve confidentiality). There are totally

30 BSs within 20�10 km2 rectangular area. We choose this partial map to include a scenario that three

environments (urban, suburban and rural) are mixed together.

Fig. 4(a) shows the energy-delay tradeoff curves of different algorithms by varying the energy-delay

tradeoff parameter � = 10�5�100 in urban area with the homogeneous traffic distribution of �(x) = 10�4
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for all x 2 L. This offered load corresponds to about 10% BSs utilizations when all BSs are turned on.

Recall the real traffic measurement report [2] showing that the time fraction when the traffic is below 10%

of peak during the day is about 30% in weekdays and about 45% in weekends. As can be seen from Fig.

4(a), energy is saved at the cost of per-flow delay increase. The proposed greedy algorithms perform close

to the optimal solution when � is small. For example, from � = 10�5, up to � = 10�2 for GON and GOFF,� = 10�3 for GOFF-UTIL, and � = 10�4 for GON-DIST and GOFF-DIST, respectively, we can have

almost the same solution to the optimal (i.e., Exhaustive � GON = GOFF � GOFF-UTIL � GON-DIST= GOFF-DIST). However, there is a performance gap when � becomes large.

Fig. 4(b) shows the energy-delay tradeoff curves under the inhomogeneous traffic distribution. As an

example of inhomogeneous traffic loads, a linearly increasing load along the diagonal direction from right

bottom to left top is considered. They are normalized over the space so as to have the same amount of total

traffic as the homogeneous traffic loads have. Similar tradeoff curve can be observed in inhomogeneous

traffic distribution as well. The proposed greedy algorithms GON, GOFF and GOFF-UTIL still perform

close to the optimal solution up to � = 10�3, however, GON-DIST and GOFF-DIST start to deviate much

form the optimal solution after � = 10�4:5. There is a reason why such GON-DIST and GOFF-DIST based

on the distance do not work well under the inhomogeneous traffic distribution: turning on (resp. off) the

BSs distant from (resp. close to) each other is no longer reasonable because the BSs distant from (resp.

close to) each other but located in the area of low (resp. high) traffic loads may not be beneficial to turn on

(resp. off). It is noteworthy that GOFF-UTIL has the almost comparable performance to that of GON and

GOFF under both homogeneous and inhomogeneous traffic distribution. This is a desirable observation for

wireless network operators who do want to implement a simple but efficient BS operation algorithm.

C. Effect of BS Density and Traffic Load on Energy Saving

We also examine how much energy can be conserved according to the density of BS deployment and

the traffic load. Fig. 5 shows the effect of BS deployment density on energy saving. We change the BS

density by adopting the BS topology from three different environment: urban (15 BSs in 4:5� 4:5 km2),

suburban (15 BSs in 12 � 6 km2) and rural (8 BSs in 9 � 9 km2) areas. As can be seen, we can obtain

much energy saving in the urban and suburban environments, but almost no or low energy saving in the

rural environment. This is because the degradation of signal strength is significant in the rural environment

when traffic loads are transferred from the switched-off BS to neighboring BSs.
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Fig. 6 shows the effect of traffic load on energy saving for the different values of the portion of fixed

power consumption qi = 0:5 and 1:0. Here, the maximum energy saving is defined as follows: 1�[the ratio

between energy consumptions when all BSs are turned on (as � goes 10�5 in Fig. 4) and when the maximum

number of BSs are turned off (as � goes 100 in Fig. 4)]. Energy saving within 200% delay is defined as

the percentage of energy saving while maintaining the delay lower than twice that of the minimum delay

when all BSs are turned on.

As expected, the significant amounts of maximum energy saving and energy saving within 200% delay

can be achieved when the traffic load is small, e.g., up to 70-80% energy reduction maximally and up to

45% energy reduction within 200% delay. By comparing Figs. 6 (a) with (b), one can easily notice that

the larger energy saving can be obtained from the larger value of the portion of fixed power consumptionqi. In other words, the farther BSs are from energy-proportional BSs, the larger energy conservation can be

expected. This is because the benefit by turning off the BSs mainly comes from reducing the fixed power

consumption term. Since the BSs dissipate the large portion of its peak power while inactive in practice

as of now, the proposed energy-efficient algorithms enable wireless network operators to conserve energy,

which in turn will boost the wireless network operators by reducing their operational expenditures.

VI. CONCLUSION

In this paper, we developed a theoretical (and also practical) framework for BS energy saving that encom-

passes both dynamic BS operation and user association. We specifically formulated a total cost minimization

problem that allows for a flexible tradeoff between flow-level performance and energy consumption. For

the user association problem, we proposed an optimal user association policy and further presented a

distributed implementation with provable convergence. For the BS operation problem, we proposed simple

greedy turning on and off algorithms that perform close to the optimal solution. Moreover, we proposed

other heuristic algorithms based on the distances between BSs or the utilizations of BSs that do not impose

any additional signaling overhead and thus are easy to implement in practice. Numerical results based on

the acquired real BS topologies under practical configurations showed that the proposed energy-efficient

user association and BS operation algorithms can dramatically reduce the total energy consumption by up

to 70-80%, depending on the arrival rate of traffic and its spatial distribution as well as the density of BS

deployment.
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APPENDIX: SUBMODULARITY TEST

In order to test the submodularity of �G, it is equivalent to check that the following condition holds for

all Bon;1 � Bon;2 � B and i 2 Bon;2 n B,G(Bon;1)�G(Bon;1 [ fig) � G(Bon;2)�G(Bon;2 [ fig): (24)

This submodularity condition (24) is not exactly satisfied for some cases. Fig. 7 shows the scatter plot of

the left and right hand sides in (24) and the cumulative distribution function (CDF) of the their difference,

i.e., � = [G(Bon;1)�G(Bon;1 [ fig)℄ � [G(Bon;2)�G(Bon;2 [ fig)℄. These are the results for the case of� = 2 (i.e., delay objective), which is our special interest in this paper. We also tested for other cases and

obtained similar trends, although we do not provide them due to space limitation. As can be seen in the

figures, it is not exactly submodular because about 4% of points violate the inequality (i.e., above the red

line in the scatter plot of Fig. 7(a) and below one in the CDF of Fig. 7(b)). However, the values of � are

relatively small for such points and most of points (> 96%) still satisfy the condition. Hence, we conjecture

that �G is an almost submodular set function.
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Fig. 1. Energy-delay tradeoff for the case of energy-proportional BSs (qi = 0) by varying the energy-delay tradeoff parameter � = 10�5�100.

As � increases, energy saving can be obtained at the cost of delay increase.

Distance [km]

D
is

ta
n
c
e
 [
k
m

]

Macro 1

Macro 2

Macro 3

Macro 4

Macro 5micro 6
micro 7

micro 8micro 9

micro 10

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(a) Low � = 10�5 Distance [km]

D
is

ta
n
c
e
 [
k
m

]

Macro 1

Macro 2

Macro 3

Macro 4

Macro 5micro 6
micro 7

micro 8micro 9

micro 10

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(b) High � = 100
Fig. 2. Snapshots of cell coverage by the proposed energy-efficient user association algorithm. As � increases, the energy-efficient micro BS

(indexed by 6 to 10) will have larger coverage.



22

[km]

[k
m

]

Rural

Suburban

Urban

0 5 10 15 20
0

5

10

Fig. 3. Real 3G BS deployment map (30 BSs in 20 x 10 km2).

10
−1

10
0

10
1

3

3.5

4

4.5

5

5.5

6

6.5

7

7.5

Per flow delay [sec]

T
o

ta
l 
p

o
w

e
r 

c
o

n
s
u

m
p

ti
o

n
 [

k
W

]

 

 

Exhaustive

Greedy−on

Greedy−off

Greedy−on (dist)

Greedy−off (dist)

Greedy−off (util)

η=10
−2

η=10
−3

η=10
−4

η=10
−5

η=10
−1

η=10
0

(a) Homogeneous traffic distribution

10
−1

10
0

10
1

3

3.5

4

4.5

5

5.5

6

6.5

7

7.5

Per flow delay [sec]

T
o

ta
l 
p

o
w

e
r 

c
o

n
s
u

m
p

ti
o

n
 [

k
W

]

 

 

Exhaustive

Greedy−on

Greedy−off

Greedy−on (dist)

Greedy−off (dist)

Greedy−off (util)

η=10
−5

η=10
−4

η=10
−3

η=10
−2

η=10
0

η=10
−1

(b) Inhomogeneous traffic distribution

Fig. 4. Energy-delay tradeoff of different algorithms for the case of non-energy-proportional BSs (qi = 0:5) by varying the energy-delay

tradeoff parameter � = 10�5�100. While greedy algorithms perform close to the optimal solution when � is small, there is a gap when � is

large. Especially, GON-DIST and GOFF-DIST have large performance gaps under the inhomogeneous traffic distribution.
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