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ABSTRACT
Disseminating shared information to many vehicles could incur
significant access fees if it relies only on unicast cellularcommu-
nications. We consider the problem of efficient content dissemi-
nation over a heterogeneous vehicular network, in which vehicles
are equipped with two kinds of radios: a high-cost low-bandwidth,
long-range cellular radio, and a free high-bandwidth short-range
radio. We formulate an optimization problem to maximize content
dissemination from the infrastructure to vehicles within apredeter-
mined deadline while minimizing the cost associated with commu-
nicating over the cellular connection. We mathematically analyze
the dissemination process using differential equations and convex
optimization and derive a closed-form optimal solution. Wethen
examine numerically the tradeoffs between cost, delay and system
utility in the optimum regime. We have found that, in the optimum
regime, (a) system utility, which is essentially the extra benefits
induced by the short-range radio, is more sensitive to the cost bud-
get when the allowed delay for the dissemination is not large, (b)
the system requires relatively smaller cost budget as more vehicles
participate and more delay is allowed, (c) when the cost is very im-
portant, it is better not to spread the content if it needs small delay.
Since our closed form analysis provides only a continuous solution,
we also develop a polynomial-time algorithm to obtain the optimal
discrete solution needed in practice. We verify our analysis using
real GPS traces of 632 taxis in Beijing, China. The key findingof
this work is that content can be spread to a large number of vehicles
with minimal use of the cellular infrastructure at low cost,if some
delay is allowed.

1. INTRODUCTION
Recent trends in the automotive industry point to an emerging

age of heterogeneous vehicular communication networks consist-
ing of cars equipped with both cellular radio devices as wellas
short range inter-vehicular radios such as those based on IEEE
802.11p/WAVE (wireless access for vehicular environments). As
the cellular bandwidth becomes increasingly crowded and more ex-
pensive, we contend that hybrid protocols that synergistically com-
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bine direct cellular access along with store and forward routing will
prove efficient and cost-effective.

We consider the problem of efficient dissemination of some delay-
tolerant content (e.g. advertisement, traffic information, weather
forecast, video/audio clips) to a group of vehicles that share an in-
terest in this content. In light of the fact that cellular radios in cars
would allow only for unicast communication, and therefore incur
a unit per-vehicle charge for content download, the use of the free
short-range radio to assist in such a broad dissemination process
becomes economically compelling. We formulate in this workan
optimization problem with the goal of maximizing the numberof
vehicles that obtain the content within a given deadline while min-
imizing the expense of using the cellular infrastructure.

Our contribution in this work is as follows: we analyze mathe-
matically the content dissemination process using differential equa-
tions, and derive the optimum solution for the problem in closed-
form by solving a convex optimization problem. We then inves-
tigate the behaviors of the system in terms under various optimal
parameter settings to understand the key tradeoffs. We alsode-
velop a polynomial-time algorithm to obtain the practical optimum
solution to overcome the non-integrality limitations of our closed-
form solution. We use GPS traces of 632 taxis in Beijing to verify
our analysis. We conclude that content can be spread effectively to
most vehicles across a city in under an hour with very low-cost use
of the cellular infrastructure.

This paper is organized as follows. We first formalize the opti-
mization problem in Section 2. In Section 3, we derive one of our
key measures, the expected number of satisfied vehicles by the dis-
semination, using ordinary differential equation (ODE) based mod-
eling. The core optimization problem and its solution is then inves-
tigated in Section 4. Then, we develop an algorithm to calculate the
practical optimum solution overcoming the limitation of the analyt-
ical solution in Section 5. We introduce the Beijing taxi traces and
use them to verify our analysis in Section 6. We introduce related
work and discuss the differences and novelty of our work in Sec-
tion 7. Finally, we present concluding comments in Section 8.

2. PROBLEM FORMULATION
As introduced in Section 1, we consider a heterogeneous vehic-

ular network consisting of cars with both short-range and cellular
radios, over whichm-types of content need to be disseminated to
m-groups of vehicles. Thei-th group of vehicles are interested in
thei-th type of content. The goal is to efficiently disseminate these
contents to their corresponding groups of nodes from the infras-
tructure exploiting both long-range and short-range communication
methods.

One extreme way of the dissemination is to send the contents to
each one of vehicles in interest through the long-range radio only.



This method incurs significant access fees proportional to the num-
ber of the interested vehicles although the associated delay would
be small. On the other extreme is to send the message to one vehicle
only in each interested group through the long-range radio,and let
it spread to other vehicles through encounters via the short-range
radio. In contrast to the first approach, this incurs the minimum ac-
cess fees, but the delay for reaching a large number of nodes would
be substantial. In between, the delay would decrease as the number
of vehicles that obtain the messages directly through the long-range
radio (we call themseed nodes) is increased, with a corresponding
increase in access cost. Thus the number of seed nodes tunes a
fundamental tradeoff between delay and cost.

Our goal in this problem is, then, to maximize the expected num-
ber of vehicles obtaining the contents in their interest such that the
access cost is as low as possible, subject to the long-range radio
access cost constraint and tolerable delay constraint. Formore spe-
cific presentation, let us supposem types of messages to dissemi-
nate from the infrastructure. Letn denote the total number of nodes
in the network, andpi is the proportion of the nodes that are inter-
ested in thei-th type of messages. We use interchangeably the
terms node and vehicle, and messages and contents, respectively,
in this paper. Each long-range radio access incurs a unit cost which
is assumed one in the paper whileki is the number of seeds for the
i-th type of message. Hence, the total costc(~k) is the sum of allki-
es, wherek = (k1, k2, ..., km) is calledseed vector. Let si(ki, t)
denote the expected number of satisfied nodes fori-th type content
at timet when the number of seed node iski. We assume that the
seeds are deployed at time0.

Then the problem formulation is as follows:

PF1 : Maximize
k

f(k) =
∑m

i=1si(ki, d)−w · c(k)

s.t c(k) =
∑m

i=1ki ≤ C

0 ≤ ki ≤ ni = pin, ∀i ∈ M

k ∈ N
m

whereM = {1, 2, . . . ,m}, the cost budget isC, the tolerable
delay isd > 0 units of time, andw > 0 is the total cost weight.
The total cost weight reflects the importance of the cost in the sense
that deploying one more seed should bring at leastw number of
satisfied nodes on average.

The objective functionf(k), which is referred to assystem utility
in this paper, is essentially the extra benefits induced by the short-
range radio. It is easy to see when consideringw = 1; then, the
system utility is the expected number of satisfied vehicles through
the short-range radio alone.

3. MODELING DISSEMINATION
In this section we derive the expected numbersi(ki, t) of satis-

fied nodes obtainingi-th type of content at timet whenki seeds
are deployed at time0. We note that the number of satisfied nodes
depends on the inter-encounter time of nodes, among other things.
The inter-encounter timeof a given pair of nodes is defined as the
time duration from the time that the given pair of nodes encounter
to the next consecutive time that the pair encounter again. And, we
say the two vehiclesencountereach other when they can commu-
nicate with each other directly through the short-range radio.

Note that the inter-encounter time includes the time duration of
the former encounter. We include the duration because we assume
the high bandwidth for the short-range radio so that the message
exchange between a pair of nodes is completed for a very short
period time once they encounter.

In order to derivesi, we assume the following. (1) A node may

encounterα proportion of all nodes on average for the time interval
in interest. (2) For a pair of nodes that may encounter each other in
the time interval, the inter-encounter time follows the Exponential
distribution with rateβ. (3) The inter-encounter times of pairs of
nodes are jointly independent and identical. (4) The seed nodes
are selected uniformly at random. (5) A node sends the previously
obtained messageonly to the nodes that are interested in the same
type of the message.

The assumptions (2) and (3) have been found reasonable when
the movement of nodes follows the random waypoint model, ran-
dom direction model,etc. ([1, 2, 3]). Moreover, we have found that
the real movement traces of Beijing taxis in Section 6.3 agree with
the assumption (2). Assumption (5) implies that a node that has
no interest in a particular type of content never acquires nor relays
the message of the type, which is often referred to as theinterest-
only caching policy. We focus on this caching policy in this paper
because it can avoid the non-ignorable storage costs for keeping un-
interested data incurred otherwise. The interest-only policy results
in no interaction among the different interest groups. Therefore,
we can focus on a particular group of nodes alone to analyze the
spreading of the particular type of content.

We note that the expected number of satisfied nodes behaves like
the number of infected nodes in epidemic routing ([4]). The dif-
ferences are that the initial number of sources (that is, thenumber
of seeds in this paper) is more than one, and that the other nodes
that a node may ever encounter are not all nodes but a fractionof
them (Assumption (1)). The previous work has introduced largely
two methods to analyze the number of infected nodes; one is using
the Markov chains and the other is using the ordinary differential
equations (ODE) ([5, 6, 7, 8]). We use the ODE method with some
modification for our analysis.

First, consider the expected number of newly satisfied nodes△S
between timet andt+ dt, wheredt is infinitesimal. There are two
groups of nodes at timet; a group of satisfied nodes and a group
of unsatisfied nodes. The number of nodes in the former group is
si(ki, t) as defined, and that of the latter isni − si(ki, t), where
ni(= pin) is the number of nodes that are interested in the typei
message.

Let us define theinter-encounter time between the two groups
as the time elapsed until any node in one group meets any node in
the other group after such encounter of inter-group nodes happens.
Then, the inter-encounter time between the satisfied and theunsat-
isfied follows the Exponential distribution with rateβ×(# of pairs
of ever-encounter inter-group nodes), because the inter-encounter
time of each pair of nodes that ever meets is i.i.d. Exponential
(Assumptions (2) and (3)) and each node meets a fraction of other
nodes (Assumption (1)).

Therefore, the expected number of newly satisfied nodes△S is
as follows:

△S = si(ki, t+ dt)− si(ki, t)

= αβsi(ki, t) (ni − si(ki, t)) · dt (1)

Note that the expected number of ever-meeting pairs of inter-group
nodes is approximately1 αsi(ki, t) (ni − si(ki, t)).

From Equation (1) and the fact that the number of seeds iski,

1This is because we approximate the expectation of the squareof the num-
ber of satisfied nodes at timet to the square of the expectation of the number
of satisfied, which is not rigorously true with the finite number of nodes.
However, it becomes more accurate and eventually exact asn → ∞ be-
cause the variance goes to zero. We shall also see when we validate with
the real traces, this is still a useful approximation.



we have the following ODE system;

∂si(ki, t)

∂t
= αβsi(ki, t)(n− si(ki, t)) (2)

si(ki, 0) = ki (3)

It turns out that this ODE system has the closed-form solution as
follows:

si(ki, t) =
ni

1 + (ni/ki − 1) exp(−niαβt)
(4)

4. OPTIMIZATION
In this section we derive theoretically the solution of the opti-

mization problem proposed in Section 2. In order to gain better in-
tuition about the system behavior, we relax the optimization prob-
lem ignoring the integral constraint on the numbers of seedski.
Therefore, we focus on the following optimization problemPF2
in this section:

PF2 : Maximize
k

f(k) =
∑m

i=1si(ki, d)−w · c(k) (5)

s.t c(k) =
∑m

i=1ki ≤ C (6)

0 ≤ ki ≤ ni = pin, ∀i ∈ M (7)

We first show that the problem is a convex optimization problem,
then, solve the problem using the method of Lagrange multipliers.
In the process, we further relax some constraints for easierderiva-
tion, and then, provide the condition under which the solution de-
rived with the relaxation is valid for the original problemPF2 .

4.1 Convexity of the Problem
The expected numbersi of the satisfied nodes is concave with

respect to the number of seedski because its first derivative is non-
negative and its second derivative is non-positive as follows:

∂si(ki, d)

∂ki
=

n2
i zi

k2
i (1 + (ni/ki − 1)zi)2

≥ 0, ∀ki ∈ (0, ni]

∂2si(ki, d)

∂k2
i

= − 2n2
i zi(1− zi)

k3
i (1 + (ni/ki − 1)zi)3

≤ 0, ∀ki ∈ (0, ni]

where we use

zi = e−niαβd (8)

for concise presentation.
Therefore, the objective functionf(k) is a linear combination

of concave functions, which implies that the function itself is con-
cave. From the concavity of the objective function and the fact that
all constraints are linear, we can see that the problem is a convex
optimization problem.

4.2 Optimum Number of Seeds
We use the Lagrange dual of the convex optimization problem

to obtain the optimum solution. We further ignore the constraints
in Equation (7) for now for the concise presentation of the deriva-
tion. But, we shall provide the conditions under which the obtained
solution in this section is valid for the problemPF2 .

The Lagrangian of the problem is as follows:

L(k, λ) = f(k)− λ (c(k)− C) (9)

whereλ is the Lagrange multiplier andλ ≥ 0.
Since the primal problem is concave, it is well-known that the

parameter set(k̂, λ̂) that minimizesup
k
L(k, λ) maximizes the

primal. Because the Lagrangian is also concave with respectto
k, we have the following conditions for such(k̂, λ̂);

∂L(k, λ)

∂ki
=

n2
i zi

(ki + nizi − kizi)2
− λ− w = 0 ∀i (10)

∂L(k, λ)

∂λ
= λ(

m∑

i=1

ki − C) = 0 (11)

As can be seen from Equation (11), we have two cases; one for
λ = 0 (i.e.

∑
ki < C) and the other for

∑
ki = C. When∑

ki < C, the constraint (6) is inactive meaning that the solution
of the constrained optimization problem is indeed that of its uncon-
strained version. Supposẽk is the unconstrained optimum solution,
and letC̃ be the unconstrained optimum total cost, given by;

C̃
.
= c(k̃) =

∑m

i=1k̃i (12)

Then,C̃ = c(k̃) < C, and so, the optimum solutioñk automati-
cally satisfies the constraint (6) in this case.

On the other hand, the constraint (6) is active in the case where∑
ki = C. It means that the unconstrained solution of the opti-

mization problem requires more cost than allowed in general, that
is, C ≤ C̃. In other words, the system does not afford the uncon-
strained optimum seed vector, resulting in fewer numbers ofseeds
to meet the constraint. Therefore, the system utilityf(k) would be
smaller than its maximum possible.

Now we provide the solution of the constrained optimization
problem as follows:

k̂i =





k̃i =
ni

√
zi

1− zi

(
1√
w

−√
zi

)
, if C̃ < C (13a)

k̆i =
ni
√
zi

1− zi

(
C + A

B
−√

zi

)
, if C̃ ≥ C (13b)

where

A =
m∑

i=1

nizi
1− zi

, B =
m∑

i=1

ni

√
zi

1− zi
(14)

And, C̃ can be obtained from Equations (12) and (13a). The deriva-
tion for the solution is not terribly difficult, and so, we omit it in this
paper for more concise presentation. We note that the solution in
Equation (13) still ignores the constraint (7). However, weshow
that the solution is indeed the solution ofPF2 under the conditions
in Theorems 1 and 2.

Theorem 1. Supposẽki and C̃ are defined as in Equations (13a)
and (12), respectively. Also, supposezi = exp(−niαβd). Then,
under any one of the following conditions,

C1 : {0 < w < 1, 0 < zi ≤ w}
C2 : {w = 1, 0 < zi < 1}
C3 : {w > 1, 0 < zi ≤ 1/w}

the optimum numbers of seeds,k∗
i , of the optimization problem

PF2 are, if C̃ < C,

k∗
i = k̃i (15)

Proof. We note thatk̃i is solutions ofPF2 when C̃ < C if we
ignore the constraint (7). Hence, what we need to show is thatk̃i is
in the interval[0, ni] under any of the conditionsC1,C2, or C3 so
that the constraint is satisfied.
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Figure 1: Optimum utility vs. delay budget
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Figure 2: Optimum utility vs. cost budget
(w = 2)

We can represent̃ki as follows:

k̃i =
ni

√
zi

1− zi

(
1√
w

−√
zi

)
= ni · y(zi) (16)

where

y(zi)
.
=

√
zi/w − zi

1− zi
(17)

Then, we only need to show0 ≤ y(zi) ≤ 1 under any of the three
conditions.

When0 < w ≤ 1, we can see thaty(z) is monotonically non-
decreasing in(0, 1) because its first derivative is non-negative in
that interval as follows:

dy(z)

dz
=

1− w + (
√
z −√

w)2

2
√
wz(1− z)2

(18)

Hence, we can easily see0 = y(0) < y(z) ≤ y(w) = 1 under the
conditionC1.

Under the conditionC2, we can see0 ≤ y(zi) ≤ 1 from the
following:

0 = y(0) < y(z) < lim
z→1

y(z) = 1/2 < 1 (19)

Note that we cannot usey(z = 1) because it is not defined atz = 1.
Now consider the last conditionC3. Whenw > 1, we can easily

see thaty(z) < 1 for 0 < z < 1 from Equation (17). And it is not
difficult to see thaty(z) > 0 for 0 < z < 1/w. And, these imply
that0 ≤ k̃i ≤ ni underC3.

Theorem 2. Supposĕki and C̃ are defined as in Equations (13b)
and (12), respectively. Also, supposezi = exp(−niαβd).

Then, if any of the conditionsC1,C2 andC3 holds, and also if
m∑

j=1

nj
√
zj

1− zj
≤ C ≤ C̃

, the optimum numbers of seeds,k∗
i , of the optimization problem

PF2 are,

k∗
i = k̆i

Proof. k̆i is the solution ofPF2 whenC ≤ C̃ if we ignore the
constraint (7). Hence, we only need to showk̆i ∈ [0, ni] under the
conditions.

First, we will show that̆ki ≤ ni.

C̃ ≥ C (20)

⇒
m∑

i=1

ni

√
zi

1− zi

(
1√
w

−√
zi

)
=

B√
w

− A ≥ C (21)

⇒ 1√
w

≥ C + A

B
(22)

whereA andB are defined in Equation (14).
This implies, together with Equation (13) and the proof of The-

orem 1, thatk̆i ≤ k̃i ≤ ni.
Now let us show that̆ki ≥ 0. SinceC ≥∑j

nj
√
zj

1−zj
,

k̆i ≥ ni

√
zi

1− zi

(
1

B

(
∑

j

nj
√
zj

1− zj
+A

)
−√

zi

)
(23)

=
ni

√
zi

B(1− zi)

m∑

j

nj
√
zj

1− zj

(
1 +

√
zj −

√
zi
)
≥ 0 (24)

where the last inequality follows since
√
zj −

√
zi ≥ −1 for all j

andi.

4.3 Optimum System Utility
In this section we investigate the system behavior when the seed

vector is optimumk∗. We first derive the optimum expected num-
ber of satisfied nodes and the optimum system utility, and look into
how they depend on the system parameters, such as the cost budget
C, delay budgetd, etc., through numerical evaluations.

The optimum numbers∗i of satisfied nodes can be derived from
Equations (4) and (13), given by

s∗i (d,C) =





m∑

i=1

ni

1− zi
(1−√

wzi) , if C̃ < C

(25a)
m∑

i=1

ni

1− zi

(
1− B

C + A

√
zi

)
, otherwise

(25b)

wherezi,A, andB are given in Equations (8) and (14) respectively.
The optimum system utility is from Equations (5), (13), and (25),

as follows:

f∗(d,C) =





m∑

i=1

(1−√
wzi)s

∗
i (d,C), if C̃ < C

(26a)
m∑

i=1

(
1− C +A

B
w
√
zi

)
s∗i (d,C), otherwise

(26b)

Because of the complexity of the above equations, it is hard to
obtain a good intuition on the optimum system behavior from the
equations themselves. So, we resort to the numerical evaluations
of the equations for better intuition. When it comes to numeri-
cal evaluation, the equations are very simple and easy to calculate.
However, we need proper parameter values for evaluations inorder
to have relevant results.

We use the values we obtain from the real traces of vehicles in
Section 6; the number of nodesn = 632, the inter-encounter rate
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Figure 3: Unconstrained optimum total cost vs. delay budget

β = 3.663× 10−6 per second, andα = 0.191. And we focus on a
single type of content in this section. From the proof of Theorem 1,
we can see that some system property may be different whenw <
1 than whenw > 1. So, we compare the system behaviors for
w = 0.5 andw = 2 when appropriate.

Figure 1 shows the optimum utility with respect to the delayd
when the allowed costC are small, medium, and large. Whend is
small or large, we can see that the system utility has ignorable sen-
sitivity on the value ofC. But, whend is in between, the difference
can be quite huge. As for the influence ofw, the utility shows sim-
ilar tendency regardless ofw although the utility is more sensitive
toC whenw = 0.5.

Now we look into the optimum utility with respect to the allowed
costC in more detail through Figure 2. From the figure, we can see
that the utility increases up to some point and stays there afterwards
asC increases, for eachd values. From the analysis, we know that
theC value from which the utility is constant is actuallỹC. Whend
is small, the optimum utility increase for a large range ofC, but the
slope is very small, which means the sensitivity of the utility toC is
small. Asd increases,̃C decreases while the sensitivity increases.
However, whend is large enough, only a small number of seeds
is needed to satisfy most of the nodes, and so the cost constraint
become less important. Note that we omit the plots forw = 0.5
because they look similar to those ofw = 2 (Figure 2).

Figure 3 shows more directly how the unconstrained optimum
total costC̃ changes as the allowed delayd changes. While the
cost monotonically decreases asd increase whenw = 0.5, the cost
reaches its maximum and decreases whenw = 2. In fact, the op-
timum cost monotonically decreases whenw ≤ 1. The system be-
havior changes significantly atw = 1 because one more seed does
not require more than one more satisfied node whenw ≤ 1, and
so the system utility never decreases as the seed number increases.
However, whenw > 1, deploying one more seed requires more

satisfied nodes besides itself, which may make the utility decreases
especially when the delay budget is very small or very large.When
the cost is very important (highw) and the allowed delay is very
small, our model suggests it is sometimes better not to disseminate
the content at all depending on other system parameters likethe
inter-encounter time.

We can also see that smaller portion of total nodes are needed
to obtain the seeds for the optimum performance as the numberof
nodes increases.

As for the influence of parametersα andβ, we can see they only
appear inzi with d from Equation (26), andd only appears with
α andβ. Therefore,α andβ act like shrinking or stretching the
performance plot in the direction ofd as they increase or decrease,
respectively.

5. PRACTICAL SOLUTIONS
In the previous section we explored the optimum behavior of the

system theoretically. While the theoretical analysis brings better in-
tuition of the system, it is also true that the solution is noteither ex-
act nor ready to use in practical systems because it is a continuous
solution derived from the relaxed version of the problem (ignor-
ing the integral constraint). The practical systems require integer
values for the seed numbers. Hence, in this section, we develop a
polynomial algorithm to obtain the exact discrete solutionfor PF1 .

Algorithm 1 gives the optimum seed vector, eachi-th element of
which is integer-valued and in the range[0, ni]. Its correctness is
proven in Theorem 3. It is easy to see that its time complexityis
O(m2C), wherem is the number of types of content, andC is the
allowed cost.

Algorithm 1 OPTIMIZER(C,m)

1: k := m-sized array initialized to be all zero.
2: for (c = 0; c < C; c+ = 1) do
3: i∗ := 0
4: δmax := −∞
5: for (i = 1; i ≤ m; + + i) do
6: δ := f({k[1], . . . ,k[i] + 1, . . . ,k[m]})− f(k)
7: if (δ > δmax) then
8: i∗ := i;
9: δmax := δ

10: if (δmax ≤ 0) then
11: break

12: k[i∗]+ = 1
13: return k

Theorem 3. Algorithm 1 returns the optimum solution ofPF1 .

Proof. We first note that the system utility function can be repre-
sented w.r.tk as follows:

f(k) =

m∑

i=1

si(ki, d)− w

m∑

i=1

ki (27)

=
∑

i (si(ki, d)− wki)︸ ︷︷ ︸
.
=fi(ki)

=
∑

ifi(ki) (28)

From Section 4.1, we know thatfi is concave w.r.t the number of
seeds, which implies

△fj(k + 1) ≤ △fj(k), ∀k ≥ 0, k ∈ N; ∀j ∈ M (29)

whereM = {1, 2, . . . ,m}, and

△fj(k)
.
= fj(k)− fj(k − 1) (30)
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Figure 4: Properties of Beijing Taxi Traces: (a) geographical movements of 10 sample taxis, (b) Histogram of # of neighbors of a
node, (c) tail distribution of the inter-encounter times

Now supposek∗ is the outcome of Algorithm 1, and̃k is an
arbitrary legitimate vector of number of seeds forPF1 (i.e. C̃ =∑

i k̃i ≤ C). It is easy to see that Algorithm 1 ensures thatC∗ =∑
i k

∗
i ≤ ⌊C⌋ ≤ C, and sok∗ is a legitimate seed vector. We shall

show thatk∗ gives the system utility at least as high as that ofk̃ so
thatf(k∗) ≥ f(k̃).

i) If k
∗ = k̃, we have nothing to prove.

ii) When k̃ � k
∗, k̃i ≤ k∗

i for all i ∈ M . Then,

f(k∗)− f(k̃) =
∑

j∈J

k∗

j −k̃j∑

i=1

△fj(k̃j + i) ≥ 0 (31)

whereJ = {j ∈ M |k̃j < k∗
j }.

It is non-negative because△fj(k
∗
j ) ≥ 0,∀j due to the line 11 of

Algorithm 1, and̃kj + i ≤ k∗
j , which implies from Equation (29)

△fj(k̃j + i) ≥ △fj(k
∗
j ) ≥ 0 (32)

Hence,f(k∗) ≥ f(k̃).
iii) When k̃ � k

∗ (i.e. k̃i ≥ k∗
i ,∀i) but k̃ 6= k

∗, it is easy to see
the following:

C∗ < C̃ ≤ ⌊C⌋ ≤ C (33)

This implies the algorithm has executed the line 11, which again
implies with Equation (29),

△fl(k
∗
l + c) ≤ 0, ∀l ∈ M,∀c ≥ 1 (34)

Hence, lettingJ = {j ∈ M |k̃j > k∗
j },

f(k̃)− f(k∗) =
∑

j∈J

k̃j−k∗

j∑

i=1

△fj(k
∗
j + i) ≤ 0 (35)

iv) Consider the remaining cases. For all these cases, we have at
least a pair of(i, j) ∈ M2 such that̃ki < k∗

i andk∗
j < k̃j .

Before proceeding, we show a couple of useful inequalities for
this proof.

△fx(k
∗
x + 1) ≤ △fy(k

∗
y), ∀y 6= x (36)

If this is not true, Algorithm 1 would have incrementedkx to be
k∗
x+1 instead of incrementingky whenkx = k∗

x andky = k∗
y−1.

From Equations (29) and (36),

△fx(k
∗
x + 1) ≤ △fy(k), ∀k ≤ k∗

y ; ∀y ∈ M (37)

Let us defineδ as follows:

δ = min{|k̃i − k∗
i |, |k̃j − k∗

j |} (38)

And Letk(1) such thatk(1)
i = k̃i + δ, k(1)

j = k̃j − δ, andk(1)
l =

k̃l,∀l 6= i, j, which impliesk(1) is also legitimate fromC(1) =∑
i k

(1)
i = C̃ ≤ C. Now, consider

f(k(1))− f(k̃) =
δ∑

l=1

△fi(k̃i + l)−
δ∑

l=1

△fj(k̃j − l + 1)

=
δ∑

l=1

(
△fi(k̃i + l)−△fj(k̃j − l + 1)

)

(39)

Becausẽki + l ≤ k∗
i andk∗

j ≤ k̃j − l + 1 for ∀l ∈ [1, δ], we
have the following inequality from Equation (37):

△fj(k̃j − l + 1) ≤ △fi(k̃i + l) (40)

This implies that the RHS of Equation (39) is non-negative. Hence,
f(k(1)) ≥ f(k̃), andk(1)

i = k∗
i ork(1)

j = k∗
j , which means at least

one more element ink(1) is same as that ofk∗ thank̃, augmenting
the system utility.

Now, we keep doing this augmentation process from the resultant
seed vector of each process until there is no such pair(i, j). We
need no more thanm rounds of this process to reach this state.
Then, lettingk(f) denote the final resultant seed vector, we have
one of the following exhaustive cases; (a)k

(f) = k
∗, (b) k(f) �

k
∗, and (c)k(f) � k

∗. In each of the cases, from i), ii) and iii),

f(k∗) ≥ f(k(f)) ≥ f(k̃) (41)

6. SIMULATION BASED ON TAXI TRACES
In this section we present how the contents dissemination be-

haves in the more realistic setting. We consider a single type of
content in this section because the process of the dissemination
does not depend on other contents as shown in Section 3.



6.1 Beijing Taxi Traces
We use the GPS traces of taxis in Beijing gathered from 12:00am

to 11:59pm on Jan. 05, 2009 in the local time. The number of sub-
ject taxis is 2,927. The number of the GPS points in the trace is
4,227,795, typically one per minute per vehicle. The GPS points
span from32.1223◦ N to42.7413◦ N in latitude, and from111.6586◦

to 126.1551◦ in longitude. Figure 4(a) shows the GPS traces of
randomly chosen 10 taxis as an example.

6.2 Encounter Processes
In order to perform a simulation for the contents dissemination

through the short-range radio, we need traces of encountersof all
pairs of nodes; that is, when which vehicle can communicate with
which other vehicle. We can extract these traces from the GPS
traces by assuming a radio model. In this paper we assume the
circular radio model to decide if two given vehicles encounter each
other so that they can communicate directly. The circular radio
model has the radio ranger so that any two vehicles of distance
within r can directly communicate with each other successfully.
We user = 300 meters as the literature ([9, 10]) suggests.

Suppose a set of error-free time-ordered GPS traces of a pairof
vehicles is given. In order to obtain the time-ordered traces of en-
counters for the pair, we have compared their geodesic distances
in some sequence of times. Instead of employing a time sequence
of identical intervals, we have checked the distance after the min-
imum timeτmin (Equation (42)) that the pair can encounter each
other next, if the current distance is large enough, for the faster
processing and more accurate results. When the current distance
is small, we have checked their new distance after a predetermined
small time step.

Since the logs of GPS locations are not synchronized, we can-
not simply take the locations of the pair from the logs at a given
time. So, we have interpolated the locations of each vehicleassum-
ing that the GPS traces are dense enough so that a vehicle can be
approximated to move in a straight line between a consecutive pair
of GPS locations in the traces.

The minimum timeτmin for the next encounter is given by

τmin =
1

2sm
(GEODIST(pos(P1, t), pos(P2, t))− r) (42)

where GEODIST gives the geodesic distance between the given pair
of GPS positions,pos(Pi, t) calculates the estimated position of
vehiclei at timet from the set of its GPS tracesPi by interpolat-
ing the positions, andsm is the maximum speed of vehicles in the
traces.

We then obtain the time-ordered set of encounters of all pairs by
executing the aforementioned algorithm for each pair and sorting
their combined result.

We note that the input sets of GPS traces to the algorithm are
required to be error-free. However, we have found, as expected,
that some GPS units of vehicles experienced errors in some time
intervals, so either some erroneous log was reported or there was
no data at all in the interval. After removing those erroneous GPS
points, we have checked if this removal incurs some side effects.
We have found that the removal makes some vehicle untraceable in
some non-ignorable time intervals. In other words, some vehicles
have no valid GPS points reported for long intervals. And it is diffi-
cult to approximate their positions for the duration by interpolating
the valid positions. Hence, we resort to excluding those vehicles
from the simulation.

After all, we have selected 632 vehicles, each of which satisfies
the following criteria:

• The GPS points indicating the speed of 80 mph or more are

considered erroneous and removed. It is because the speed
of more than 80 mph is hard to reach and rarely exercised in
the Beijing area.

• The valid GPS points of each vehicle are logged somewhat
regularly in time when it is moving so that any two consecu-
tive GPS points of the vehicle do not have distance more than
400 meters if their time difference is more than 3 minutes.

• The encounter graph of vehicles forms a well connected graph
so that the number of neighbors of a node is at least 2. The
encounter graph is defined in Definition 1.

The second condition makes sure that the vehicle has not moved
actively when it skipped two consecutive regular GPS reports. We
set the distance of 400m so that we can have better understanding
on the timing of encounters (with some tolerance) in the interval of
the reports, when the radio range is 300m. The last conditionis to
remove loner vehicles. We note that the loner vehicles have almost
no interaction with others at all, which means they are in thevery
different activity region. But, we are interested in the dissemination
over the nodes of similar activity region.

Definition 1 (Encounter Graph). An encounter graph G(V,E) of
vehicles is a graph such that each vehicle is represented by anode
v ∈ V , and any two nodesv1, v2 ∈ V has a linke(v1, v2) ∈ E
between them if and only if they can communicate with each other
(i.e. encounter) at any point in the interested time interval.

The encounter graph of the 632 nodes has 38,139 links; the mini-
mum number of neighbors of a node is2, the maximum is261, and
the median is120. Their average number is120.693. This value
is used in later sections for evaluating our model for the number of
satisfied nodes. Figure 4(b) shows the histogram of the number of
neighbors of a node.

6.3 Inter-Encounter Time
In this section we analyze on the inter-encounter time of a pair

of nodes in order to verify the Exponential assumption of theinter-
encounter time and to obtain its rate for evaluating our model.

Although the trace data is fine-grained and covers 24 hours ofa
day, many pairs of nodes have only a few encounters, which is too
small to have a good statistical meaning if we focus on the per-pair
distribution. So, we hypothesize that the inter-encountertime of
every pair follows the identical and independent distribution, par-
ticularly, the Exponential distribution as we assume in theanalysis
in Section 3.

We first examine the aggregate inter-encounter time collecting
the available inter-encounter times of every consecutive encounters
of all pairs of nodes. The number of samples is 24,205, and their
sample mean is 150.005 minutes. Figure 4(c) shows the tail distri-
bution of the samples and the Exponential distribution withmean
150.005 minutes. As can be seen, they do not show big disparities.
Because we assume IID Exponential distribution for per-pair inter-
encounter time, it should have the identical distribution to that of
the aggregate inter-encounter time.

However, the above sample mean for the inter-encounter time
is actually an underestimate of the true mean because we ignore
many incomplete samples, which is the time from the beginning of
the trace to the first encounter and the time from the last encounter
to the end of the trace for each pair of nodes. For each of thosesam-
ples of time duration, we know that its associated realization of the
inter-encounter time is larger than the time duration, but we do not
know the exact value. That is why we exclude them from the above
estimation. But, now that we have the reason (i.e. Figure 4(c))
to believe that it is fine to assume the Exponential distribution for



the inter-encounter time, we can use the incomplete information to
obtain a more accurate estimate.

We use the fact that the number of encounters in a time interval
T follows the Poisson distribution with meanβT , when the inter-
encounter time is Exponential with rateβ. SupposeNi andTi are
the number of encounters and the whole time duration of the trace,
respectively, fori-th pair of nodes, andη the number of the pairs
that have at least one encounter in the trace. Then, the following
equation gives the maximum likelihood estimateβ∗ of β.

β∗ = argmaxβ Pr(N1, N2, ..., Nη |β, T1, ..., Tη) (43)

where
Pr(N1, N2, ..., Nη|β, T1, ..., Tη)

=

η∏

i=1

Pr(Ni|βTi) =

η∏

i=1

(βTi)
Nie−βTi

Ni!
(44)

=

(
η∏

i=1

TNi
i

Ni!

)
e−β

∑η
i=1

Ti β
∑η

i=1
Ni

Note that Equation (44) holds because the inter-encounter times of
every pair are assumed to be jointly independent.

After some calculations, we can obtain the maximum likelihood
estimate of the rate of the inter-encounter time of a pair of nodes
that ever encounter, as follows:

β∗ =
∑η

i=1Ni

/∑η

i=1Ti (45)

We shall use this quantity as a parameter value to evaluate our an-
alytical model and compare with the real-trace-based simulation
results.

6.4 Simulation Methodology
From the time-ordered traces of the encounters of the Beijing

traces, produced by the method in Section 6.2, we have performed
the simulations by running Algorithm 2 multiple times untilthe
sample mean of the number of returned satisfied nodes has its error
no more than 5% of its value with 97% confidence. Algorithm 2
takes several input arguments;E is a time-ordered list of encoun-
ters,N is the set of vehicles,S ⊂ N is the set of seed nodes,ts
is the time whenS are deployed, andd is the delay budget. We
have performed the simulations for various choices for the number
of seedsk and the tolerable delayd, letting the seeds are deployed
at timets = 9AM . For particulark andd, we have chosen the
seed nodesS uniformly at random at each round.

Algorithm 2 SATISFIEDNODES(E,N, S, ts, d)

1: Mark everyv ∈ S as satisfied.
2: for all e ∈ E in order s.t.ts ≤ time(e) ≤ ts + d do
3: Letv1 andv2 be the pair of vehicles fore.
4: if only one ofv1 andv2 is marked satisfiedthen
5: Mark the other node as satisfied.
6: return the set of all marked nodes

6.5 Number of Satisfied Nodes
Figure 5 shows the average number of satisfied nodes with re-

spect to the number of seeds when the delay constraints are 10, 30,
and 60 minutes. When the delay is small (i.e. 10 minutes), the real
traces suggest more nodes are expected to be satisfied than the the-
ory predicts. When the delay is medium (i.e. 30 minutes), the real
traces and the theory suggest similar behavior of the dissemination,
while the theory overestimates the number of satisfied nodeswhen
the delay is 60 minutes. But, the figure shows qualitatively similar
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Figure 5: Avg. # of satisfied nodes vs. # of seeds

behavior of the average number of satisfied nodes as the number of
seeds increases.

Figure 6 shows in more detail how the gap between the theory
and the trace suggest changes as the delay constraint increases. The
numbers of seeds considered are 5, 10, and 30. And all the cases
indicate similar trends of the content dissemination; the real traces
suggest that the dissemination is faster than the theory predicts in
the early phase, but loses its momentum as more portion of nodes
are infected. And, the results from the real trace do not showthe
kind of threshold behavior of the theory results. This indicates the
real-world encounter process between two groups of vehicles is not
perfectly represented in our model. This may be because the pair-
wise encounter processes are not IID or do not follow the Poisson
distribution. Suppose there is some dependency among the pro-
cesses even when they are identical. It is easy to see that thecon-
tent spread faster to the other nodes of positive correlation than the
average, and slower to the nodes of negative correlation. Hence,
in the early phase of the dissemination, the content spreadsfast to
positively correlated nodes, and after consuming most of them, it
spreads slowly to the nodes of negative correlation. This can partly
address the gap in Figure 6. But, more accurate analysis calls for
further investigation, which is out of scope of this paper and the
subject of our future research.

Nevertheless, the system behavior with respect to the number of
seeds is more important for our problem because it is the parameter
to optimize on. And, Figure 5 suggests comparable numbers of
seeds for the knees of plots from the theory and the real traces.

6.6 Optimal Number of Seeds
Now we look into the system utilityf with respect to the number

of seeds. We have compared the system utilities2 that our model
predicts and the Beijing traces suggest, with various delaycon-
straints and cost weights. It turns out they show similar behaviors
as in Figure 5; the real traces suggest larger utility valuesthan what
the theory predicts when the delay is small. Their difference de-
creases as the delay budget increases up to some point, afterwhich
the difference increases again. In this case the real tracessuggest
smaller utility values than that of theory. They however share simi-
larities in the shape and trends in the similar manner as in Figure 5.

We also examine how good our analytic solution of the optimal
number of seeds,k∗

thr , would be in the realistic setting induced
from the Beijing traces. Figure 7 shows the optimal number of
seeds and the corresponding empirical system utility with respect

2We omit the corresponding figure because it looks similar to Figure 5 and
due to the lack of pages.
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Figure 6: Average number of satisfied nodes vs. tolerable delay

to the delay budget. Figure 7(a) compares the empirical optimal
number of seedsk∗

sim and its analytical counterpartk∗
thr . We can

see from the figure thatk∗
sim andk∗

thr are getting closer to each
other as the delay budgetd increases. Althoughk∗

sim andk∗
thr have

big differences when the delay budget is small, we note that the util-
ity function has a very gentle slope near its optimum in this small
delay regime (see Figure 5). This is why our analytical solution
provides near-optimal performance even in the small delay regime
as can be seen in Figure 7(b).

Figure 7(b) compares the best possible system utility valuesf∗
sim

of the trace-based simulations and the empirical utility valuesf̃sim
when our solutionk∗

thr is used. In other words, the figure shows
how close the system utility of the real system would be to the
system’s best possible if the system uses our analytic solution. As
can be seen, the system utilities in the real world would be within
95% of their real maximums over the entire delay regime if our
theoretical optimizers are used. Therefore, these resultssupport
the usefulness of our model.

7. RELATED WORK
In the past decade, extensive research has been done to study

the technical feasibility of heterogeneous intergrated wireless net-
works. Some of this has focused on integrating wireless local area
networks and cellular networks to allow for vertical handoffs [11].
There has also been work on integrating mobile ad hoc networks
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Figure 7: System behaviors in optimal regime with respect to
the delay budget

(MANET) and cellular systems to improve throughput and increase
coverage [12] [13], and there has been theoretical analysisof the
capacity of such heterogeneous networks [14] [15].

In common with these works, we too propose the integration of
the cellular network with another mobile network, however in our
context the other mobile network is a delay-tolerant network (DTN)
that uses “store-carry-forward” approach for content dissemination.
Also, unlike much of the prior focus on capacity improvements, our
focus is primarily on maximizing content dissemination within a
delay deadline while minimizing the cost of cellular access, though
certainly our approach will also free up scarce cellular bandwidth.

Delay-tolerant networking (DTN) is a new network architecture
that provides meaningful data service to challenged networks in
which continuous network connectivity is not guaranteed [16], such
as sparse vehicular networks when such networks are deployed at
the first few years [17]. The initial effort for tackling Delay Tolerant
networks was placed on designing reliable and efficient routing pro-
tocols under a variety of assumptions on mobility [18] [19] [20] [21].
Encouraged by the above promising results, researchers have ex-
plored using opportunistic connections between vehicularnodes
to implement delay-tolerant network protocols and applications in
empirical testbeds [22, 23, 24, 25]. Our work on vehicular hetero-
geneous networks is complementary to the above studies on “pure”
DTNs.

In sparse DTNs, mobile node encounters are utilized for oppor-
tunistic data transfer, and thus the underlying mobility model has a
great impact on their performance. The conventional RandomWalk
model and Random Waypoint model are normally used to evaluate
DTN protocols [20] [21]. In order to validate our analysis ina more
credible setting, we have used a real large-scale vehicularmobility
trace from a large metropolitan area (Beijing) in our study,one of
the first studies to do so (a methodology adopted in another recent



study [26]).
In our study, we use differential equations to model contentrepli-

cation and dissemination. This is similar to [26], where differential
equations are used to model the age of content updates and are
found to be a good approximation for large networks. There have
been several other prior studies on content dissemination and repli-
cation in vehicular networks. In [27], the authors explore the la-
tency performance of different frequency-based replication policies
in the context of vehicular networks with limited storage. CarTor-
rent [28] and AdTorrent [29], present content dissemination mech-
anisms to distribute files and advertisements, respectively, in ve-
hicular networks. In [30], the authors study how user impatience
affects content dissemination. Different from these studies, our fo-
cus in this work is on a novel cost optimization problem for dis-
seminating content to the maximum number of vehicles withina
given deadline, that leverages both the cellular infrastructure and
peer-to-peer vehicular communication.

8. CONCLUSION
We have investigated the optimum content dissemination in the

heterogenous vehicular network in this work. In this network, each
vehicle is equipped with two radios; one is the costly long-range
low-bandwidth radio for direct communication with the infrastruc-
ture, and the other is the low-cost short-range high-bandwidth ra-
dio for communication with peer vehicles. We have considered the
problem of how to spread relevant content to more vehicles with
smaller cost. We have developed the relevant optimization formu-
lation, derived their analytical solutions with some relaxation, and
examined the behaviors of the system under the optimum regime.
One interesting takeaway point is that the contents can be dissemi-
nated to a large number of vehicles with a few costly access tothe
infrastructure, if some delay, on the order of an hour, can betoler-
ated. We have also developed a polynomial algorithm to calculate
the exact optimum seed vector with no relaxation.

In order to verify our analysis and justify our assumptions and
approximations, we have performed simulations based on thereal
GPS traces of 632 taxis gathered in Beijing, China. We have found
that the real traces show the aggregate inter-encounter time of ve-
hicles is close to the Exponential distribution agreeing with our
assumption, and that their performance of contents dissemination
exhibits similarities to what our model predicts.

In this work, we have assumed a low density of subject vehicles
to avoid further level of complexity to the problem, for example,
radio interference and packet collisions. Although the lowdensity
assumption is not so unrealistic, especially for the early phase of
vehicular networks, we plan to investigate this issue further in our
future work. We have also assumed i.i.d. pair-wise inter-encounter
times, and we have pointed out in Section 6.5 that the mismatched
increase rate of the number of satisfied nodes may be attributed to
this assumption. Relaxing this assumption is also a topic ofour
future research.
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