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ABSTRACT

Disseminating shared information to many vehicles coultliin
significant access fees if it relies only on unicast cellglammu-
nications. We consider the problem of efficient contentaiiss
nation over a heterogeneous vehicular network, in whiclicleh
are equipped with two kinds of radios: a high-cost low-baiaity
long-range cellular radio, and a free high-bandwidth shamge
radio. We formulate an optimization problem to maximizeteon
dissemination from the infrastructure to vehicles withioradeter-
mined deadline while minimizing the cost associated witmow-
nicating over the cellular connection. We mathematicatiglgze
the dissemination process using differential equatiomscamvex
optimization and derive a closed-form optimal solution. then
examine numerically the tradeoffs between cost, delay gsigs
utility in the optimum regime. We have found that, in the apiim
regime, (a) system utility, which is essentially the extemdfits
induced by the short-range radio, is more sensitive to tiselmad-
get when the allowed delay for the dissemination is not lafige
the system requires relatively smaller cost budget as matieles
participate and more delay is allowed, (c) when the costrig ve-
portant, it is better not to spread the content if it needslistetay.
Since our closed form analysis provides only a continuoligisa,
we also develop a polynomial-time algorithm to obtain théropl
discrete solution needed in practice. We verify our analysing
real GPS traces of 632 taxis in Beijing, China. The key findifig
this work is that content can be spread to a large number d¢hesh
with minimal use of the cellular infrastructure at low caésome
delay is allowed.

1. INTRODUCTION

Recent trends in the automotive industry point to an emgrgin
age of heterogeneous vehicular communication networksigtn
ing of cars equipped with both cellular radio devices as sl
short range inter-vehicular radios such as those based BE IE
802.11p/WAVE (wireless access for vehicular environmentss
the cellular bandwidth becomes increasingly crowded ane: e
pensive, we contend that hybrid protocols that synergikyicom-
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bine direct cellular access along with store and forwardimguwill
prove efficient and cost-effective.

We consider the problem of efficient dissemination of sonmayde
tolerant contentd.g. advertisement, traffic information, weather
forecast, video/audio clips) to a group of vehicles thateslza in-
terest in this content. In light of the fact that cellularicin cars
would allow only for unicast communication, and therefameur
a unit per-vehicle charge for content download, the use efrie
short-range radio to assist in such a broad disseminatioceps
becomes economically compelling. We formulate in this waink
optimization problem with the goal of maximizing the numioér
vehicles that obtain the content within a given deadlineevmin-
imizing the expense of using the cellular infrastructure.

Our contribution in this work is as follows: we analyze mathe
matically the content dissemination process using diffeatequa-
tions, and derive the optimum solution for the problem irseld-
form by solving a convex optimization problem. We then inrves
tigate the behaviors of the system in terms under variousnapt
parameter settings to understand the key tradeoffs. Wedaso
velop a polynomial-time algorithm to obtain the practicatimum
solution to overcome the non-integrality limitations ofr @losed-
form solution. We use GPS traces of 632 taxis in Beijing tafyer
our analysis. We conclude that content can be spread efbctd
most vehicles across a city in under an hour with very lowt-ase
of the cellular infrastructure.

This paper is organized as follows. We first formalize tha-opt
mization problem in Section 2. In Section 3, we derive onewf o
key measures, the expected number of satisfied vehicleelmigh
semination, using ordinary differential equation (ODE3&émod-
eling. The core optimization problem and its solution istheves-
tigated in Section 4. Then, we develop an algorithm to cateuthe
practical optimum solution overcoming the limitation oétanalyt-
ical solution in Section 5. We introduce the Beijing taxicea and
use them to verify our analysis in Section 6. We introducatesl
work and discuss the differences and novelty of our work io-Se
tion 7. Finally, we present concluding comments in Section 8

2. PROBLEM FORMULATION

As introduced in Section 1, we consider a heterogeneoug-vehi
ular network consisting of cars with both short-range antlice
radios, over whichm-types of content need to be disseminated to
m-groups of vehicles. Theéth group of vehicles are interested in
thei-th type of content. The goal is to efficiently disseminatest
contents to their corresponding groups of nodes from theasnf
tructure exploiting both long-range and short-range comination
methods.

One extreme way of the dissemination is to send the contents t
each one of vehicles in interest through the long-rangeoraniy.



This method incurs significant access fees proportionddgamtim-
ber of the interested vehicles although the associatey aeald

be small. On the other extreme is to send the message to oicteveh
only in each interested group through the long-range radid,let

it spread to other vehicles through encounters via the gshage
radio. In contrast to the first approach, this incurs the mim ac-
cess fees, but the delay for reaching a large number of nodelslw
be substantial. In between, the delay would decrease asithker

of vehicles that obtain the messages directly through thg-tange
radio (we call thenseed nodéds increased, with a corresponding
increase in access cost. Thus the number of seed nodes tunes
fundamental tradeoff between delay and cost.

Our goal in this problem is, then, to maximize the expectad-nu
ber of vehicles obtaining the contents in their intereshdbat the
access cost is as low as possible, subject to the long-rautie r
access cost constraint and tolerable delay constrainmbBoe spe-
cific presentation, let us supposetypes of messages to dissemi-
nate from the infrastructure. Latdenote the total number of nodes
in the network, ang; is the proportion of the nodes that are inter-
ested in thei-th type of messages. We use interchangeably the
terms node and vehicle, and messages and contents, resfyecti
in this paper. Each long-range radio access incurs a urtitxosh
is assumed one in the paper whilgis the number of seeds for the
i-th type of message. Hence, the total cmi§1) is the sum of alk;-
es, wherek = (k1, k2, ..., km) is calledseed vectarLet s; (k;, t)
denote the expected number of satisfied nodes-flotype content
at timet when the number of seed nodekis We assume that the
seeds are deployed at tirie

Then the problem formulation is as follows:

PF1 : Maxli(mize fk)=>"si(ki,d) —w- c(k)
s.t ck)=Y" ki <C
ngzigni:pm, Vie M
ke N™

where M = {1,2,...,m}, the cost budget i€, the tolerable
delay isd > 0 units of time, andw > 0 is the total cost weight.
The total cost weight reflects the importance of the costérsiinse
that deploying one more seed should bring at leastumber of
satisfied nodes on average.

The objective functiorf (k), which is referred to asystem utility
in this paper, is essentially the extra benefits induced bysttort-
range radio. It is easy to see when considering= 1; then, the
system utility is the expected number of satisfied vehidiesigh
the short-range radio alone.

3. MODELING DISSEMINATION

In this section we derive the expected numbgik;, ¢) of satis-
fied nodes obtaining-th type of content at timeé whenk; seeds
are deployed at tim@. We note that the number of satisfied nodes
depends on the inter-encounter time of nodes, among otimgsth
Theinter-encounter timef a given pair of nodes is defined as the
time duration from the time that the given pair of nodes enteu
to the next consecutive time that the pair encounter agaid, e
say the two vehiclesencountereach other when they can commu-
nicate with each other directly through the short-rangéorad

Note that the inter-encounter time includes the time danatif
the former encounter. We include the duration because werass
the high bandwidth for the short-range radio so that the agess
exchange between a pair of nodes is completed for a very short
period time once they encounter.

In order to derives;, we assume the following. (1) A node may

encounteky proportion of all nodes on average for the time interval
in interest. (2) For a pair of nodes that may encounter edwr @t

the time interval, the inter-encounter time follows the Bmxential
distribution with rateg. (3) The inter-encounter times of pairs of
nodes are jointly independent and identical. (4) The seet&s10
are selected uniformly at random. (5) A node sends the puslyio
obtained messagmly to the nodes that are interested in the same
type of the message.

The assumptions (2) and (3) have been found reasonable when
the movement of nodes follows the random waypoint model, ran
dom direction modeletc. ([1, 2, 3]). Moreover, we have found that
the real movement traces of Beijing taxis in Section 6.3 agvith
the assumption (2). Assumption (5) implies that a node that h
no interest in a particular type of content never acquirgselays
the message of the type, which is often referred to asntieeest-
only caching policy. We focus on this caching policy in this paper
because it can avoid the non-ignorable storage costs fpirigean-
interested data incurred otherwise. The interest-onlicpoésults
in no interaction among the different interest groups. &fae,
we can focus on a particular group of nodes alone to analyze th
spreading of the particular type of content.

We note that the expected number of satisfied nodes behkges li
the number of infected nodes in epidemic routing ([4]). Thfe d
ferences are that the initial number of sources (that isnthmeber
of seeds in this paper) is more than one, and that the othesnod
that a node may ever encounter are not all nodes but a fraation
them (Assumption (1)). The previous work has introducegdbr
two methods to analyze the number of infected nodes; onerig us
the Markov chains and the other is using the ordinary diffeéad
equations (ODE) ([5, 6, 7, 8]). We use the ODE method with some
modification for our analysis.

First, consider the expected number of newly satisfied nddgs
between time andt + dt, wheredt is infinitesimal. There are two
groups of nodes at timg a group of satisfied nodes and a group
of unsatisfied nodes. The number of nodes in the former greup i
si(ki, t) as defined, and that of the latterris — s; (k;, t), where
ni(= pin) is the number of nodes that are interested in the type
message.

Let us define thénter-encounter time between the two groups
as the time elapsed until any node in one group meets any node i
the other group after such encounter of inter-group nodppéss.
Then, the inter-encounter time between the satisfied andrtbat-
isfied follows the Exponential distribution with rage< (# of pairs
of ever-encounter inter-group node$jecause the inter-encounter
time of each pair of nodes that ever meets is i.i.d. Expoaknti
(Assumptions (2) and (3)) and each node meets a fractiorhef ot
nodes (Assumption (1)).

Therefore, the expected number of newly satisfied ndugsis
as follows:

AS si(kiyt + dt) — si(ks, t)

aﬁsi(ki,t) (nl — Si(k}i, t)) - dt

@)

Note that the expected number of ever-meeting pairs of-gnteup
nodes is approximatelyvs; (ki, t) (n; — si(ki, t)).
From Equation (1) and the fact that the number of seeds,is

This is because we approximate the expectation of the sqfithhe num-
ber of satisfied nodes at timéo the square of the expectation of the number
of satisfied, which is not rigorously true with the finite nuentof nodes.
However, it becomes more accurate and eventually exaat as co be-
cause the variance goes to zero. We shall also see when watealvith
the real traces, this is still a useful approximation.



we have the following ODE system;

Ol g - s(kt) @
si(ki,0) = ki )

It turns out that this ODE system has the closed-form satudi®
follows:

Uz

+ (ni/ki — 1) exp(—n;apft)

si(ki,t) = 1 4)

4. OPTIMIZATION

In this section we derive theoretically the solution of th#io
mization problem proposed in Section 2. In order to gaindoéi-
tuition about the system behavior, we relax the optimizafimob-
lem ignoring the integral constraint on the numbers of sdeds
Therefore, we focus on the following optimization probleni’2
in this section:

PF2 : Maxli(mize fk)=>"5:(ki,d) —w-c(k) (5)
s.t ck)=Y" ki <C (6)
0<ki<n;=pmn, ViecM )

We first show that the problem is a convex optimization proble
then, solve the problem using the method of Lagrange midtgl
In the process, we further relax some constraints for edsieva-
tion, and then, provide the condition under which the sotutie-
rived with the relaxation is valid for the original probleRF2.

4.1 Convexity of the Problem

The expected numbey; of the satisfied nodes is concave with
respect to the number of seddshecause its first derivative is non-
negative and its second derivative is non-positive asvalo

= > i , T
ok R T (nfle —DayE = 0 YR € (0]
?si(ki, d) 2n?zi(1 — z)
) = _ L < ki 5, M
k2 B (/e — )z = 0 ki€ O]
where we use
2 = e MioPd (8)

for concise presentation.

Therefore, the objective functiofi(k) is a linear combination
of concave functions, which implies that the function itsglcon-
cave. From the concavity of the objective function and ttt tlaat
all constraints are linear, we can see that the problem is1eeszo
optimization problem.

4.2 Optimum Number of Seeds

We use the Lagrange dual of the convex optimization problem
to obtain the optimum solution. We further ignore the caaists
in Equation (7) for now for the concise presentation of thevde
tion. But, we shall provide the conditions under which theaated
solution in this section is valid for the probleR¥2.

The Lagrangian of the problem is as follows:

Lk, A) = f(k) = A(c(k) = O) 9)

where) is the Lagrange multiplier and > 0.
Since the primal problem is concave, it is well-known that th
parameter setk, \) that minimizesup, L(k,\) maximizes the

primal. Because the Lagrangian is also concave with regpect
k, we have the following conditions for suck, \);
OL(k,\) nZz; B .
T S — A—w=0 Vi (10)
OL(k,\) k A) Z ki — C) = 0 11)

As can be seen from Equation (11), we have two cases; one for
A = 0(.e. > ki < C) and the other foy_ k; = C. When
> ki < C, the constraint (6) is inactive meaning that the solution
of the constrained optimization problem is indeed thatofiiicon-
strained version. Suppo§s‘s the unconstrained optimum solution,
and letC be the unconstrained optimum total cost, given by;

27;1]“

Then,C = ¢(k) < C, and so, the optimum solutida automati-
cally satisfies the constraint (6) in this case.

On the other hand, the constraint (6) is active in the caseavhe
> ki = C. It means that the unconstrained solution of the opti-
mization problem requires more cost than allowed in genénat
is,C < C. In other words, the system does not afford the uncon-
strained optimum seed vector, resulting in fewer numbereetls
to meet the constraint. Therefore, the system utffifi) would be
smaller than its maximum possible.

Now we provide the solution of the constrained optimization
problem as follows:

C=ck) = (12)

~ N4/ Zi 1 S
]:;_ kz_l—zz (W—\/zz), |fC<C(13a)
fy = VA (C—J’A - /_z) , if C>C (13b)
1-— Zi B
where

NG 25

A= (14)

Em:l_zi’ Z

— Zi
i=1 i=1 o

And, C can be obtained from Equations (12) and (13a). The deriva-
tion for the solution is not terribly difficult, and so, we dritiin this
paper for more concise presentation. We note that the eoliri
Equation (13) still ignores the constraint (7). However, stew
that the solution is indeed the solution®Bf'2 under the conditions

in Theorems 1 and 2.

Theorem 1. Supposchi and C are defined as in Equations (13a)
and (12), respectively. Also, suppoge= exp(—n;afd). Then,
under any one of the following conditions,

Cy : {0<w<1,0< 2 <w}
Ce: {w=10<z<1}
Cs: {w>1,0< 2z <1/w}

the optimunj numbers of seeds,, of the optimization problem
PF2 are, ifC < C,

ki =k (15)
Proof. We note thatk; is solutions ofPF2 whenC < C if~we
ignore the constraint (7). Hence, what we need to show iskthiat
in the interval[0, n;] under any of the condition8;, Cz, or C3 so
that the constraint is satisfied.
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Figure 1: Optimum utility vs. delay budget

We can represerit; as follows:

where ./
y(ai) = )

Then, we only need to sho& < y(z;) < 1 under any of the three
conditions.

When0 < w < 1, we can see thaj(z) is monotonically non-
decreasing in0, 1) because its first derivative is non-negative in
that interval as follows:

dz 2v/wz(1 — 2)?
Hence, we can easily sée= y(0) < y(z) < y(w) = 1 under the
conditionC;.
Under the conditiorC;, we can se® < y(z;) < 1 from the
following:

0=y(0) <y(z) < liﬁm1 y(z) =1/2<1 (19)
Note that we cannot usgz = 1) because itis not definedat= 1.
Now consider the last conditiodfis. Whenw > 1, we can easily
see thay(z) < 1for 0 < z < 1 from Equation (17). And it is not
difficult to see thaty(z) > 0 for 0 < z < 1/w. And, these imply

that0 < k; < n; underCs. O

Theorem 2. Supposé; andC are defined as in Equations (13b)
and (12), respectively. Also, suppose= exp(—n;a8d).
Then, if any of the condition§,, C; andCs holds, and also if

m

E nj_VZj<c<C~'
£ 1—2’]‘7 -
Jj=1

, the optimum numbers of seeds, of the optimization problem
PF2 are,

k=K

Proof. k; is the solution of PF2 whenC < C if we ignore the
constraint (7). Hence, we only need to shbye [0, n;] under the
conditions. .

First, we will show thak; < n;.

€20 (20)
~ iz_;l—zi<ﬁ_\/z_i>_ﬁ_14>c (21)
- LZOJFA o2

Figure 2: Optimum utility vs. cost budget
(w=2)

where A and B are defined in Equation (14).
This implies, to~gether with Equation (13) and the proof oETh
orem 1, that; < k; < n,.

Now let us show thak; > 0. SinceC' > 3~ DivE
J
v niv/zi [ 1 Nj~/2j
P > = —_— -z
R <B<Z1—zj+A> \/_z> (23)

niZi N Niy/Z
= 1 S~ /z1) >0 (24

B(l_zi)zj:l_Zj(+\/Z VZi) 20 (24)
where the last inequality follows singgz; — /z; > —1 for all 5
ands. |

4.3 Optimum System Utility

In this section we investigate the system behavior whendbd s
vector is optimurnk™. We first derive the optimum expected num-
ber of satisfied nodes and the optimum system utility, anK iiotm
how they depend on the system parameters, such as the cgst bud
C, delay budgetl, etc, through numerical evaluations.

The optimum numbes; of satisfied nodes can be derived from
Equations (4) and (13), given by

m
7

(1= Vwz), ifC<C
i=1 ¢
SZ (d7 C) — . B (25&)
T4 .
Z T (1 - A\/Z) . otherwise
i=1 (25b)

wherez;, A, andB are given in Equations (8) and (14) respectively.
The optimum system utility is from Equations (5), (13), aBf)(
as follows:

> (1= vwz)si(d, C), ifC<C
rao=1{ ", (262
G C+A 1\ . .
> <1 - Twﬁ) si(d,C),  otherwise
=1 (26b)

Because of the complexity of the above equations, it is hard t
obtain a good intuition on the optimum system behavior from t
equations themselves. So, we resort to the numerical di@isa
of the equations for better intuition. When it comes to numer
cal evaluation, the equations are very simple and easy toledé.
However, we need proper parameter values for evaluatiooslir
to have relevant results.

We use the values we obtain from the real traces of vehicles in
Section 6; the number of nodes= 632, the inter-encounter rate



C/n

I n=300
08f *\
\ \ — — n=600
ool A\ — - -n=900
A\
0l \
\ \
0.2k AN -
\. ~
~ . ~ -
! \!:!§—I_hd===_l_=—¢—ld
20 40 60 80 100
@ w=0.5
C/n
o1af [/ N\
0.12F [l\. A n=300
N \ \ — — n=600
010 [v N — - - n=900
0.08F l', \‘ \\
o0.06f .| \ \
all ’ \
0.04 \~ N
0.02F N S
- — ~\\ — = )
20 20 60 80 100 °
(b) w=2

Figure 3: Unconstrained optimum total cost vs. delay budget

8 =23.663x107° per second, and = 0.191. And we focus on a
single type of content in this section. From the proof of Tleeo 1,

we can see that some system property may be different when

1 than whenw > 1. So, we compare the system behaviors for
w = 0.5 andw = 2 when appropriate.

Figure 1 shows the optimum utility with respect to the defay
when the allowed cost' are small, medium, and large. Whétis
small or large, we can see that the system utility has igheisin-
sitivity on the value ofC. But, whend is in between, the difference
can be quite huge. As for the influencewfthe utility shows sim-
ilar tendency regardless af although the utility is more sensitive
to C whenw = 0.5.

Now we look into the optimum utility with respect to the alleds
costC in more detail through Figure 2. From the figure, we can see
that the utility increases up to some point and stays theéeevedrds
asC increases, for eaciivalues. From the analysis, we know that
the C' value from which the utility is constant is actua{ﬁ/. Whend
is small, the optimum utility increase for a large rang€pbut the
slope is very small, which means the sensitivity of thetyttlh C'is
small. Asd increasesCN’ decreases while the sensitivity increases.
However, whend is large enough, only a small number of seeds
is needed to satisfy most of the nodes, and so the cost citstra
become less important. Note that we omit the plotsuoe= 0.5
because they look similar to thosewf= 2 (Figure 2).

Figure 3 shows more directly how the unconstrained optimum
total costC changes as the allowed deldychanges. While the
cost monotonically decreasesdmcrease whemw = 0.5, the cost
reaches its maximum and decreases whes 2. In fact, the op-
timum cost monotonically decreases wher< 1. The system be-
havior changes significantly at = 1 because one more seed does
not require more than one more satisfied node when 1, and
so the system utility never decreases as the seed numbeases:.
However, wherw > 1, deploying one more seed requires more

satisfied nodes besides itself, which may make the utilityeteses
especially when the delay budget is very small or very laveen
the cost is very important (highv) and the allowed delay is very
small, our model suggests it is sometimes better not to whisste
the content at all depending on other system parameterghéke
inter-encounter time.

We can also see that smaller portion of total nodes are needed
to obtain the seeds for the optimum performance as the nuafber
nodes increases.

As for the influence of parametetisand3, we can see they only
appear inz; with d from Equation (26), and only appears with
« and 8. Therefore,a and 8 act like shrinking or stretching the
performance plot in the direction dfas they increase or decrease,
respectively.

5. PRACTICAL SOLUTIONS

In the previous section we explored the optimum behaviohef t
system theoretically. While the theoretical analysisdsihetter in-
tuition of the system, it is also true that the solution isittier ex-
act nor ready to use in practical systems because it is ancmnis
solution derived from the relaxed version of the problenndig
ing the integral constraint). The practical systems rexjiriteger
values for the seed numbers. Hence, in this section, we aeeel
polynomial algorithm to obtain the exact discrete soluf@mPF'1.

Algorithm 1 gives the optimum seed vector, eadh element of
which is integer-valued and in the ranffen;]. Its correctness is
proven in Theorem 3. It is easy to see that its time complasity
O(mQC), wherem is the number of types of content, a@ds the
allowed cost.

Algorithm 1 OPTIMIZER(C, m)

1: k := m-sized array initialized to be all zero.
2: for (¢ =0;¢ < C;c+ =1)do

3 =0

41 Opax = —00

5 for (i=1;i <m;++1)do
6: 6= f({k[1],...,k[7]]+1,...,k[m]}) — f(k)
7 if (0 > 0maz)then

8: =1

9: 57naw =9

10:  if (6maz < 0) then

11: break

12:  Kk[i"]+=1

13: return k

Theorem 3. Algorithm 1 returns the optimum solution Bf'1 .

Proof. We first note that the system utility function can be repre-
sented w.r.k as follows:

isi(ki,d) —wiki
2o (siki,d) —wki) = 32, fi(ki)  (28)
N—— —
=fi(ki)

From Section 4.1, we know thgt is concave w.r.t the number of
seeds, which implies

fk)

@7)

Afj(k+1) < Afi(k), VE>0keN;VjeM  (29)
whereM = {1,2,...,m}, and
Afi(k) = fi(k) = f;(k —1) (30)
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Now supposek™ is the outcome of Algorithm 1, antd is an
arbitrary legitimate vector of number of seeds foF'1 (i.e. C =
> ki < C). ltis easy to see that Algorithm 1 ensures thé&t=
> ki < |C] < C,and sdk” is a legitimate seed vector. We shalll
show thatk™ gives the system utility at least as high as thak sb
that f(k*) > f(k).

iIf k* = k, we have nothing to prove.

i) Whenk =< k*, k; < k forall i € M. Then,

kY —k;

FR) = f) =D > Afi(k;j+i) >0

jeJ i=1

(1

whereJ = {j € M|k; < E; Y.
Itis non-negative becauskf; (k;) > 0, V5 due to the line 11 of
Algorithm 1, andk; + 4 < k7, which implies from Equation (29)

Afi(k; +1) > Afi(kj) >0
Hence,f(k*) > f(k).

iii) Whenk = k* (i.e. k; > kI, Vi) butk # k*, itis easy to see
the following:

(32)

cr<Cc<|cl<C (33)

This implies the algorithm has executed the line 11, whichirag
implies with Equation (29),

Afi(ki +¢) <0, Vie M,\Ve>1 (34)
Hence, letting/ = {j € M|k; > E; Y,
kj—k}
F) = f) =37 > Af(kj+i)) <0 (39)
jeJ i=1

iv) Consider the remaining cases. For all these cases, wediav
least a pair ofi, j) € M? such that; < k; andk; < k.

Before proceeding, we show a couple of useful inequalities f
this proof.

Afalky +1) < Afy(ky), Vy#a (36)

If this is not true, Algorithm 1 would have incrementéd to be
k3 +1instead of incrementing, whenk, = k; andk, = k;, — 1.

From Equations (29) and (36),

Afa(ky +1) < Afy(k), Vk<ky;VyeM (37)
Let us defing as follows:
& = min{[k; — k7|, [k; — k; |} (38)

And Letk™ such thate!") = k; + 6, k\") = k; — 6, andk" =
k1, V1 # i, 7, which impliesk") is also legitimate fronC'") =
S, k! = C < C. Now, consider

NE

)
F&Y) - £(k) Afilks +1) =Y Afi(ks — 1+ 1)

1

NE

(Afi(Ei FU) = Ak — 1+ 1))
! (39)

Becausek; + | < kI andkj < kj — 1+ 1forvi € [1,6], we
have the following inequality from Equation (37):

Afi(ks —1+1) < Afiki +1)

This implies that the RHS of Equation (39) is non-negativentg,
F(&M) > f(k), andk{" = k; ork{" = k;, which means at least
one more element ik") is same as that d¢* thank, augmenting
the system utility.

Now, we keep doing this augmentation process from the sult
seed vector of each process until there is no such (paj). We
need no more tham rounds of this process to reach this state.
Then, lettingk!”) denote the final resultant seed vector, we have
one of the following exhaustive cases; i)’ = k*, (b) k) <
k*, and (c)k'") = k*. In each of the cases, from i), i) and iii),

f&) > f(kYP) > f(k) (41)
I

(40)

6. SIMULATION BASED ON TAXI TRACES

In this section we present how the contents disseminatien be
haves in the more realistic setting. We consider a single tfp
content in this section because the process of the dissganina
does not depend on other contents as shown in Section 3.



6.1 Beijing Taxi Traces considered erroneous and removed. It is because the speed

We use the GPS traces of taxis in Beijing gathered from 12100a of more than 80 mph is hard to reach and rarely exercised in
to 11:59pm on Jan. 05, 2009 in the local time. The number of sub the Beijing area.
ject taxis is 2,927. The number of the GPS points in the trace i e The valid GPS points of each vehicle are logged somewhat
4,227,795, typically one per minute per vehicle. The GP$itgoi regularly in time when it is moving so that any two consecu-
span fromB2.1223° N t042.7413° N in latitude, and froni11.6586° tive GPS points of the vehicle do not have distance more than
to 126.1551° in longitude. Figure 4(a) shows the GPS traces of 400 meters if their time difference is more than 3 minutes.
randomly chosen 10 taxis as an example. e The encounter graph of vehicles forms a well connected graph

so that the number of neighbors of a node is at least 2. The

6.2 Encounter Processes encounter graph is defined in Definition 1.

In order to perform a simulation for the contents dissennimat
through the short-range radio, we need traces of encouotels The second condition makes sure that the vehicle has notdnove
pairs of nodes; that is, when which vehicle can communicadtie w  actively when it skipped two consecutive regular GPS repafte
which other vehicle. We can extract these traces from the GPS set the distance of 400m so that we can have better undeirggand
traces by assuming a radio model. In this paper we assume theon the timing of encounters (with some tolerance) in theriratieof
circular radio model to decide if two given vehicles enceurtach the reports, when the radio range is 300m. The last condiitm
other so that they can communicate directly. The circuldiora ~ remove loner vehicles. We note that the loner vehicles himest
model has the radio rangeso that any two vehicles of distance no interaction with others at all, which means they are inviry
within r can directly communicate with each other successfully. different activity region. But, we are interested in thesgigiination
We user = 300 meters as the literature ([9, 10]) suggests. over the nodes of similar activity region.

Suppose a set of error-free time-ordered GPS traces of apair
vehicles is given. In order to obtain the time-ordered tsamfeen-
counters for the pair, we have compared their geodesicndista
in some sequence of times. Instead of employing a time seguen
of identical intervals, we have checked the distance dftemtin-
imum time 7,,,;,,, (Equation (42)) that the pair can encounter each

Definition 1 (Encounter Graph) Anencounter graph G(V, E) of
vehicles is a graph such that each vehicle is representedrinda

v € V, and any two nodes;, v, € V has a linke(vi,v2) € E
between them if and only if they can communicate with eaddr oth
(i.e. encounter) at any point in the interested time interval.

other next, if the current distance is large enough, for tsei The encounter graph of the 632 nodes has 38,139 links; thie min
processing and more accurate results. When the curreahdést  ym number of neighbors of a node2isthe maximum i261, and
is small, we have checked their new distance after a predited the median isi20. Their average number i20.693. This value
small time step. is used in later sections for evaluating our model for the Ipeinof

Since the logs of GPS locations are not synchronized, we can- satisfied nodes. Figure 4(b) shows the histogram of the nuofbe
not simply take the locations of the pair from the logs at &giv neighbors of a node.

time. So, we have interpolated the locations of each vehigdem- )
ing that the GPS traces are dense enough so that a vehiclecan b6.3  Inter-Encounter Time

approximated to move in a straight line between a consezpair In this section we analyze on the inter-encounter time ofia pa
of GPS locations in the traces. o of nodes in order to verify the Exponential assumption ofittter-
The minimum timer;ix. for the next encounter is given by encounter time and to obtain its rate for evaluating our rhode

Although the trace data is fine-grained and covers 24 houas of
day, many pairs of nodes have only a few encounters, whidois t
small to have a good statistical meaning if we focus on theppér
distribution. So, we hypothesize that the inter-encoutitee of
every pair follows the identical and independent distiout par-
ticularly, the Exponential distribution as we assume inahalysis
in Section 3.

We first examine the aggregate inter-encounter time catigct
the available inter-encounter times of every consecuti®enters
of all pairs of nodes. The number of samples is 24,205, and the
sample mean is 150.005 minutes. Figure 4(c) shows the &ii-di
bution of the samples and the Exponential distribution wiian
150.005 minutes. As can be seen, they do not show big diigzarit
Because we assume 11D Exponential distribution for per-ipaér-
encounter time, it should have the identical distributiorttat of
the aggregate inter-encounter time.

However, the above sample mean for the inter-encounter time
is actually an underestimate of the true mean because weeigno
many incomplete samples, which is the time from the begonnin
the trace to the first encounter and the time from the lastwerteo
to the end of the trace for each pair of nodes. For each of garse
ples of time duration, we know that its associated realiratif the
inter-encounter time is larger than the time duration, beitde not
know the exact value. That is why we exclude them from the abov
estimation. But, now that we have the reasoa. (Figure 4(c))

e The GPS points indicating the speed of 80 mph or more are to believe that it is fine to assume the Exponential distiisufor

Tonin = %(GEODIST(pOS(Pht)7p08(P27t)) -r)  (42)
where GEoDIST gives the geodesic distance between the given pair
of GPS positionspos(P;, t) calculates the estimated position of
vehicle: at timet from the set of its GPS tracd3 by interpolat-
ing the positions, and,,, is the maximum speed of vehicles in the
traces.

We then obtain the time-ordered set of encounters of alsfmir
executing the aforementioned algorithm for each pair amtingp
their combined result.

We note that the input sets of GPS traces to the algorithm are
required to be error-free. However, we have found, as eggect
that some GPS units of vehicles experienced errors in same ti
intervals, so either some erroneous log was reported oe thas
no data at all in the interval. After removing those errore@PS
points, we have checked if this removal incurs some sidetsffe
We have found that the removal makes some vehicle untrae@abl
some non-ignorable time intervals. In other words, somécleh
have no valid GPS points reported for long intervals. And diffi-
cult to approximate their positions for the duration by rptgating
the valid positions. Hence, we resort to excluding thosdcleh
from the simulation.

After all, we have selected 632 vehicles, each of which fsesis
the following criteria:



the inter-encounter time, we can use the incomplete infoomao
obtain a more accurate estimate.

We use the fact that the number of encounters in a time ifterva
T follows the Poisson distribution with medi¥’, when the inter-
encounter time is Exponential with raie SupposeV; andT; are
the number of encounters and the whole time duration of Huefr
respectively, fori-th pair of nodes, ang the number of the pairs
that have at least one encounter in the trace. Then, theniolip
equation gives the maximum likelihood estimgateof 3.

B* = argmaxg Pr(N1, Nz, ..., Ny |8, T1, ..., Ty)) (43)
where
PI'(Nl,NQ,...,Nn|/B,T1,...,T,7)
n N; ,—BT;
/BTZ ie i
= []PrvilTy) = Hi( )N_' (44)
i=1 i=1 v
n N,
= < —qj_&m ) 6*6 Z'?*l T; 52?:1 N
i=1

Note that Equation (44) holds because the inter-encouintestof
every pair are assumed to be jointly independent.

After some calculations, we can obtain the maximum likeditho
estimate of the rate of the inter-encounter time of a pairaafas
that ever encounter, as follows:

B = Z?:lNi/Z?:lTi
We shall use this quantity as a parameter value to evaluatersu

alytical model and compare with the real-trace-based sititud
results.

(45)

6.4 Simulation Methodology

From the time-ordered traces of the encounters of the Bgijin
traces, produced by the method in Section 6.2, we have pesfbr
the simulations by running Algorithm 2 multiple times urttile
sample mean of the number of returned satisfied nodes hasats e
no more than 5% of its value with 97% confidence. Algorithm 2
takes several input argumentS;is a time-ordered list of encoun-
ters, N is the set of vehicles§ C N is the set of seed nodes,
is the time whenS are deployed, and is the delay budget. We
have performed the simulations for various choices for thalrer
of seedst and the tolerable delay, letting the seeds are deployed
at timet, = 9AM. For particulark andd, we have chosen the
seed nodes uniformly at random at each round.

Algorithm 2 SATISFIEDNODEY E, N, S, ts,d)

1: Mark everyv € S as satisfied.

2: forall e € E'inorder s.tts < time(e) < ts +ddo
3 Letv; andv, be the pair of vehicles far.

4:  if only one ofv; andwvs is marked satisfiethen

5

6

Mark the other node as satisfied.
. return the set of all marked nodes

6.5 Number of Satisfied Nodes
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Figure 5: Avg. # of satisfied nodes vs. # of seeds

behavior of the average number of satisfied nodes as the mahbe
seeds increases.

Figure 6 shows in more detail how the gap between the theory
and the trace suggest changes as the delay constraintdesréae
numbers of seeds considered are 5, 10, and 30. And all the case
indicate similar trends of the content dissemination; te traces
suggest that the dissemination is faster than the theodigisein
the early phase, but loses its momentum as more portion asnod
are infected. And, the results from the real trace do not sthewv
kind of threshold behavior of the theory results. This iadés the
real-world encounter process between two groups of vehisleot
perfectly represented in our model. This may be becausedine p
wise encounter processes are not 11D or do not follow thes®aois
distribution. Suppose there is some dependency among the pr
cesses even when they are identical. It is easy to see thabthe
tent spread faster to the other nodes of positive correldtian the
average, and slower to the nodes of negative correlatiomcéje
in the early phase of the dissemination, the content sprfeatiso
positively correlated nodes, and after consuming most ernthit
spreads slowly to the nodes of negative correlation. Thispeatly
address the gap in Figure 6. But, more accurate analysis foall
further investigation, which is out of scope of this paped dme
subject of our future research.

Nevertheless, the system behavior with respect to the nuaibe
seeds is more important for our problem because it is thepete
to optimize on. And, Figure 5 suggests comparable numbers of
seeds for the knees of plots from the theory and the realdgrace

6.6 Optimal Number of Seeds

Now we look into the system utility with respect to the number
of seeds. We have compared the system utifitteat our model
predicts and the Beijing traces suggest, with various detay
straints and cost weights. It turns out they show similarabeirs
as in Figure 5; the real traces suggest larger utility valbhas what
the theory predicts when the delay is small. Their diffeeede-
creases as the delay budget increases up to some pointyhftér
the difference increases again. In this case the real teaggsest
smaller utility values than that of theory. They howeverrstami-

Figure 5 shows the average number of satisfied nodes with re-[arities in the shape and trends in the similar manner asgarEis.

spect to the number of seeds when the delay constraints 280,10
and 60 minutes. When the delay is sma#.(10 minutes), the real
traces suggest more nodes are expected to be satisfied ¢heth
ory predicts. When the delay is mediuire( 30 minutes), the real
traces and the theory suggest similar behavior of the dissdion,
while the theory overestimates the number of satisfied nadies
the delay is 60 minutes. But, the figure shows qualitativetyilar

We also examine how good our analytic solution of the optimal
number of seedsk;,,., would be in the realistic setting induced
from the Beijing traces. Figure 7 shows the optimal number of
seeds and the corresponding empirical system utility vapect

2We omit the corresponding figure because it looks similarigoife 5 and
due to the lack of pages.
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to the delay budget. Figure 7(a) compares the empiricahabti
number of seedk;;,, and its analytical counterpakf),,.. We can
see from the figure that};,, andk;,, are getting closer to each
other as the delay budgétncreases. Althoughk?;,, andk;,, have
big differences when the delay budget is small, we note teattil-
ity function has a very gentle slope near its optimum in tiniak
delay regime (see Figure 5). This is why our analytical sofut
provides near-optimal performance even in the small dedgime
as can be seen in Figure 7(b).

Figure 7(b) compares the best possible system utility waftie,
of the trace-based simulations and the empirical utililljwafsm
when our solutiork},,. is used. In other words, the figure shows
how close the system utility of the real system would be to the
system’s best possible if the system uses our analyticisnlufs
can be seen, the system utilities in the real world would kiwi
95% of their real maximums over the entire delay regime if our
theoretical optimizers are used. Therefore, these resufiport
the usefulness of our model.

7. RELATED WORK
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Figure 7: System behaviors in optimal regime with respect to
the delay budget

(MANET) and cellular systems to improve throughput and éase
coverage [12] [13], and there has been theoretical anabfdise
capacity of such heterogeneous networks [14] [15].

In common with these works, we too propose the integration of
the cellular network with another mobile network, howevepur
context the other mobile network is a delay-tolerant nekwbT N)
that uses “store-carry-forward” approach for contentetisigation.
Also, unlike much of the prior focus on capacity improvenseour
focus is primarily on maximizing content dissemination hirit a
delay deadline while minimizing the cost of cellular acceélssugh
certainly our approach will also free up scarce cellulardvedth.

Delay-tolerant networking (DTN) is a new network architeet
that provides meaningful data service to challenged néddsvor
which continuous network connectivity is not guaranteds],[&uch
as sparse vehicular networks when such networks are dephiye
the first few years [17]. The initial effort for tackling Dgldolerant
networks was placed on designing reliable and efficienimgydro-
tocols under a variety of assumptions on mobility [18] [12Q][21].
Encouraged by the above promising results, researcheesenav
plored using opportunistic connections between vehicotates
to implement delay-tolerant network protocols and apfpilice in
empirical testbeds [22, 23, 24, 25]. Our work on vehiculaete
geneous networks is complementary to the above studiesura™p
DTNs.

In sparse DTNs, mobile node encounters are utilized for bppo
tunistic data transfer, and thus the underlying mobilitydeldhas a
great impact on their performance. The conventional Randiatk

In the past decade, extensive research has been done to studynodel and Random Waypoint model are normally used to evaluat

the technical feasibility of heterogeneous intergratexkless net-
works. Some of this has focused on integrating wirelesd ks
networks and cellular networks to allow for vertical harfdgf.1].
There has also been work on integrating mobile ad hoc nesvork

DTN protocols [20] [21]. In order to validate our analysissimore
credible setting, we have used a real large-scale vehiouility
trace from a large metropolitan area (Beijing) in our stuahe of
the first studies to do so (a methodology adopted in anotlcente



study [26]).
In our study, we use differential equations to model contepii-
cation and dissemination. This is similar to [26], wherdeadintial

equations are used to model the age of content updates and are

found to be a good approximation for large networks. Thekeha
been several other prior studies on content disseminatidmegpli-
cation in vehicular networks. In [27], the authors expldre ta-
tency performance of different frequency-based replcgpiolicies
in the context of vehicular networks with limited storagearTor-
rent [28] and AdTorrent [29], present content dissemimatieech-
anisms to distribute files and advertisements, respeytiirelve-
hicular networks. In [30], the authors study how user ingrate
affects content dissemination. Different from these ssidour fo-
cus in this work is on a novel cost optimization problem fos-di
seminating content to the maximum number of vehicles within
given deadline, that leverages both the cellular infrastme and
peer-to-peer vehicular communication.

8. CONCLUSION

We have investigated the optimum content disseminatiohen t
heterogenous vehicular network in this work. In this netyeach
vehicle is equipped with two radios; one is the costly loagge
low-bandwidth radio for direct communication with the iastruc-
ture, and the other is the low-cost short-range high-badiithia-
dio for communication with peer vehicles. We have consid¢ne
problem of how to spread relevant content to more vehicleb wi
smaller cost. We have developed the relevant optimizatiomdi-
lation, derived their analytical solutions with some reltign, and
examined the behaviors of the system under the optimum eegim
One interesting takeaway point is that the contents candsetii-
nated to a large number of vehicles with a few costly acce#iseto
infrastructure, if some delay, on the order of an hour, catolse-
ated. We have also developed a polynomial algorithm to &atieu
the exact optimum seed vector with no relaxation.

In order to verify our analysis and justify our assumptions a
approximations, we have performed simulations based oretile
GPS traces of 632 taxis gathered in Beijing, China. We hawedo
that the real traces show the aggregate inter-encounterdfnae-
hicles is close to the Exponential distribution agreeinghvaur
assumption, and that their performance of contents disedion
exhibits similarities to what our model predicts.

In this work, we have assumed a low density of subject veicle
to avoid further level of complexity to the problem, for exalm
radio interference and packet collisions. Although the temsity
assumption is not so unrealistic, especially for the eahlgse of
vehicular networks, we plan to investigate this issue frrih our
future work. We have also assumed i.i.d. pair-wise inteeenter
times, and we have pointed out in Section 6.5 that the midmedtc
increase rate of the number of satisfied nodes may be atdtat
this assumption. Relaxing this assumption is also a topiouof
future research.
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