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ABSTRACT
A fundamental difference between wireless and wired net-
works is the presence of interference among wireless links,
which introduces dependencies among flows that do not share
a link or node. As a result, when designing a resource allo-
cation scheme, be it a medium access scheduler or a flow
rate controller, one needs to consider the interdependence
among nodes within carrier sense of each other. In other
words, the control plane information needs to reach nearby
nodes which often lie outside the communication range, but
within the carrier sense range of a node of interest.

But how can one communicate control plane information
well beyond the existing communication range? To address
this fundamental need we introduce tag spotting. Tag spot-
ting refers to a communication system which allows infor-
mation decoding at SNR values as low as 0 dB. It does this
by employing a number of tricks including adding redun-
dancy to multitone modulation, shaping the spectrum to re-
duce inter-carrier interference, and the use of algebraic cod-
ing. Using real-world experiments on an OFDM system built
with software radios, we show that we can decode data at
the target SNR value with a 6% overhead; that is, 6% of
our packet is used for our low-SNR decodable tags (which
carry up to a couple of bytes of data in our testbed), while
the remaining 94% is used for traditional header and payload
data. We also demonstrate via simulations how tag spotting
can be used in implementing fair and efficient rate control
and scheduling schemes in the context of wireless multi-
hop networks, while pointing out that the idea of tag spot-
ting is useful in the context of any wireless network where
control-plane information must travel beyond the communi-
cation range of a node.

Categories and Subject Descriptors
C.2.2 [Computer System Organization]: Computer
Communication Networks

General Terms
Design, Experimentation, Performance

Keywords
Wireless, Tag Spotting, Software Radios, Resource Al-
location

1. INTRODUCTION
Many of the challenges encountered in the design of

wireless networks with multiple transmission and recep-
tion points stem from the quirks of wireless signal prop-
agation. Using currently prevailing transmission tech-
niques, wireless signals cannot be focused exclusively
towards their intended recipient, making wireless an in-
herently shared medium. Wireless transmissions are
local in their coverage, and, in general, no sender or
receiver will have access to complete channel state in-
formation. Because of these characteristics, a wireless
network is commonly modeled as a set of links among
which interference may occur depending on the particu-
lar choice of senders transmitting at the same time. The
effects of wireless interference are far reaching, affecting
all network layers, from physical layer and medium ac-
cess to flow control and user satisfaction. They extend
beyond the space of a single host or a single link, as flows
that do not share any hosts or links in their paths might
in fact find themselves competing for resources. Its di-
rect consequence is unfairness leading to flow starvation
and underutilization of available resources. A study of
the exact mechanisms through which interference leads
to unfairness reveals problems at multiple network lay-
ers. The most general statements of these problems
frequently preclude finding a decentralized and optimal
solution. However, interference is a local disruption,
and therefore leaves hope that a local, if imperfect, so-
lution may be found.

Distributed algorithms often make use of local ex-
changes of information. This creates a need for a com-
munication backplane capable of connecting each host
to the set of hosts affected by its transmissions. This
requirement is more cumbersome than it might seem at
first sight, for successful data transmission at common
data rates requires rather large signal to noise ratios.
The capacity of links is however affected even by inter-
feerers reaching them at far lower signal levels. Con-
necting the recipients of interference with transmitters
requires thus a communication backplane capable of op-
erating over channels offering low signal-to-noise ratios.
This, in turn, implies that constructing such a com-
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munication backplane will require designing a physical
layer different from the standard physical layers used for
high rate data transmissions. Further differences arise
from the fact that, in a wireless environment designed
to support primarily data transmissions over short links
operating at strong signal levels, long range communica-
tion is at best opportunistic. Backplane communication
receivers are therefore required to be able to discrimi-
nate actual backplane transmissions from high levels of
background chatter. Moreover, in order to offer a sig-
nificant improvement without further aggravating the
interference problem, communications along the back-
plane should not create new interference constraints.

In this paper we propose a signaling scheme enabling
the creation of a communication backplane which meets
all the above requirements. Our scheme induces a low
per-packet overhead, is resilient to high levels of noise
and interference, aims to minimize its disruption of data
transmissions through added interference and does not
require destination hosts to be reachable at all times.

Our first contribution is the design of the Tag Spot-
ting scheme. This scheme makes use of tags, members
of a set of signals designed to be easily detectable and
recognizable in the presence of high levels of noise and
interference, in the absence of time and phase synchro-
nization and with only approximate frequency synchro-
nization. Since tag transmissions affect concurrent data
transmissions, the distribution of transmitted power of
tags has been designed to be similar to the distribu-
tion of power for data transmissions, in both time and
frequency domains. This apparently simple constraint
prevented us from directly using a modulation known
to give good results in low SNR conditions, such as, for
example, MFSK [1] [2]. Tag signals are designed to be
detectable at distances approaching and exceeding the
carrier sense range 1. Their increase in range over regu-
lar data transmissions is obtained in part through added
redundancy. Tag signals are modulated using multitone
modulation over a time duration that is larger than the
duration of a regular data-transmitting tone. A tag is
a distinct superposition of several tones whose frequen-
cies are chosen according to the codewords of a binary
algebraic code. On the receiver side, in the absence
of synchronization, tags are recognized using a receiver
based on spectral analysis.

What about interference cause by tags on data pay-
load? OFDM, the prevalent modulation for data trans-
mission in today’s wireless networks, used in this study
as well, exhibits flat time and frequency power densities.
Each tag makes use of a limited subset of the tones used

1Note that carrier sensing range obviously depends on the
threshold used by wireless cards. In practice carrier sense
detection may occur reliably even when using SNR thresh-
olds lower than 0 dB. Our statement is accurate for the
standard thresholds used today in commercial cards.

for data transmission without changing their respective
power spectral densities. We will prove that interfer-
ence disruptions caused by tags are comparable to the
ones caused by data transmissions.

Our second contribution is the implementation and
testing of Tag Spotting through experiments performed
using a software radio platform in a testbed comprising
senders, receivers and interferers. This series of exper-
iments made use of a tag family composed of 60 dif-
ferent tags, capable of conveying about 5.9 bits of in-
formation. Using channel simulations we also test our
design with larger tag families allowing more bits of in-
formation per tag. The results of these experiments and
simulations support the conclusion that communication
through tags is effective at SNR2 values as low as 0 dB
and is robust to the effects of interference.

Our third contribution is the use of Tag Spotting in
two applications, showcasing the performance improve-
ments brought by the existence of a control plane able to
reach nodes beyond carrier sense range. Specifically, we
use tags to efficiently implement a state of the art con-
gestion control scheme for multi-hop networks which re-
quires neighboring nodes, i.e, nodes that interfere with
each other, to exchange control information in an ef-
fort to fairly share the available bandwidth. We also
use tags in order to design and test a simple MAC-layer
signaling mechanism meant to prevent the starvation of
TCP flows in multi-hop wireless networks.

This paper is organized as follows: In Section 2 we
give an overview of related work and indicate some con-
gestion control and scheduling mechanisms that would
benefit from the use of tags. Section 3 introduces multi-
tone modulation along with a simple model for estimat-
ing the spectral footprint of multitone signals and dis-
cusses techniques for limiting inter-carrier interference.
Armed with the conclusions of Section 3, we proceed
in Section 4 to describe in detail the structure of tags
and construct a tag detector capable of distinguishing
tags from interference. Section 5 experimentally eval-
uates, using a software radio platform, the communi-
cation range of tags as well as the rate of false detec-
tions. It is shown experimentally that tags can be reli-
ably identified at SNR values as low as 0 dB while the
likelihood of false detections can be sufficiently limited.
The same section evaluates the impact of noise, tag
transmissions, and data transmissions, on each other.
In Section 6 we discuss a number of important issues
like the range over which tags can be decoded and the
ability to send more bits per tag using other encoding
schemes. Two examples of using tags to facilitate the
implementation and improve the performance of conges-
tion control and scheduling are presented in Sections 7

2Throughout this presentation we understand the noise part
of the SNR figure to also include interference power, unless
specifically noted otherwise.
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and 8. Finally, Section 9 concludes the paper.

2. RELATED WORK
Tag Spotting is closely related to a classic research

topic of communication theory, namely information trans-
mission at low signal-to-noise ratios. The motivation of
this research has varied from securing the transmitted
data such as in the case of spread-spectrum communi-
cation [3] to protection against interference in the case
of the widely used CDMA standard [4] and achieving
long-range transmission [2].

In the wireless networking world, carrier sense [5] can
be seen as an example of a message passing mechanism
operating beyond the data transmission range. In the
context of the 802.11 distributed coordinated function
(DCF), carrier sense acts as a binary form of channel
state signaling.

Our work is partly motivated by an observation made
in a recent study [6], stating that local wireless net-
works will not be able to achieve fairness while still
using CSMA/CA and conventional AIMD-based rate
controllers as long as the overhearing range of wireless
transmissions will not surpass their transmission range
and approach the carrier sense range. Another moti-
vation is the recent development of a number of con-
gestion control and scheduling schemes for multi-hop
wireless networks that are based on the local sharing of
information, such as, for example [7] [8] and [9]. While
these schemes append control plane information to data
packets and rely on packet overhearing, it has been rec-
ognized that this information needs to reach all nodes
within the carrier sense range of a node of interest.

Prior works on congestion control for multi-hop wire-
less networks differ in the way in which congestion is
reported to the source. One class of schemes sends
implicit or imprecise feedback by dropping or marking
packets [7, 10] in the tradition of TCP congestion con-
trol [11], or by regulating transmissions based on queue
differentials [12] along the lines of back-pressure ideas
[13]. Another class of schemes [7,14] explicitly computes
available channel capacity and then sends precise rate
feedback, in the spirit of wired network congestion con-
trol mechanisms such as XCP [15] and RCP [16]. The
information sharing mechanism proposed in this paper
eases the implementation of many of these ideas and
improves their performance (see Section 7), as control
information will reach nodes outside the data transmis-
sion but within the carrier sense range.

In an effort to tackle the complexity of creating opti-
mal schedulers, recent work on medium access for multi-
hop networks has proposed distributed algorithms capa-
ble of approximating the optimal solution [17] [18] [19]
[20] [21]. A common theme of these efforts is the use
of local, neighborhood-centered information in achiev-
ing a global solution. Local information is at the heart

of several other wireless multi-hop problems: neighbor
discovery [22], capacity estimation [10] and signaling
congestion and starvation. The mechanism proposed
in this paper offers an efficient way to implement the
neighborhood-wide sharing of control information in all
the schemes mentioned.

The technology of software defined radios has acted
as an enabler for some of the recent advances in mul-
tiuser wireless network research. It allowed, for exam-
ple, the experimentation of techniques such as zigzag
decoding [23], interference cancellation [24] or dynamic
bandwidth adaptation [25]. Perhaps the most similar
technique to the one presented in this paper is the one of
smart broadcast acknowledgments, introduced in [26],
in which multitone modulation is used for the purpose
of simultaneously conveying positive acknowledgments
from multiple receivers.

While tag construction makes use of algebraic codes,
the topic of coding is beyond the scope of this work.
We refer the interested reader to the excellent text-
books [27] and [28]. Another related topic that is not
discussed in depth is the construction and analysis of
codes that can operate under frequency-selective fading
in wideband channels, a subject discussed among others
by [29].

3. AN OFDM PRIMER
The current section presents the basics of OFDM

modulation and introduces notation that will be used
throughout the rest of the paper.

An OFDM encoder uses an inverse discrete Fourier
transform in order to encode a sequence of symbols into
a set of tones over a finite time interval, from here on
named either a frame or an OFDM symbol. Consider
the sequence x of length N = 2k whose elements are
chosen from a signal constellation, arriving for encod-
ing at an IFFT (inverse fast Fourier transform) frame
generator. The resulting signal will be generated ac-
cording to the formula:

X(t) =
∑

∀k∈{0,N−1}

xkeik2πt.

While the different modes have constant amplitude
one, the randomly weighted sum of modes has variable
amplitude. In the worst case, this leads to a large peak
to average power ratio, requiring system components
to behave linearly over a high dynamic range. This
problem worsens as the number of carriers increases.
However, it can be shown that only a small number
of input symbol sequences produce signals that exhibit
high peak powers [30].

Passing to the continuous Fourier transform exposes
a windowing effect and provides us with an insight into
the spectral footprint of the generated signal. The dis-
crete spectrum of an OFDM frame is illustrated in the
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Figure 1: The discrete and continuous Fourier
transforms of an OFDM frame.

upper half of Figure 1 and corresponds to the original
encoded symbol sequence x. Since the summed expo-
nentials are bounded in time, their continuous trans-
forms are sinc functions and the spectrum of the en-
coded signal is the sum of these sinc functions, as de-
picted in the lower half of Figure 1. The orthogonality
of different signals is preserved: the peak of each sinc
function is aligned with the zeros of all other sinc func-
tions.

In Section 4 we use an increased number of carri-
ers in order to obtain a fast spectral decay and limit
inter-carrier interference. The reasoning behind this ap-
proach is encompassed in Equations (1) and (2) below,
which describe the effects of selfinterference on OFDM
signals and give the speed of their spectral decay. In the
presence of a small frequency offset δ, the interference
signal added by a carrier with unitary amplitude to a
carrier placed k positions away is

l(k, δ) =
∫

[0,1]

e2πi(k+δ)tdt

=
sin(πδ)
π(k + δ)

eiπδ,

and in power terms,

p(k, δ) = sinc2(π(k + δ)) ≤ 1
(k + δ)2

. (1)

It can be easily verified that the magnitude of the in-
terference among two carriers does not depend on the
absolute difference of carrier frequencies but only on
the number of carrier positions separating them. Con-
sider now a carrier at carrier position zero and an in-
finite block of carriers starting at carrier position k.
The average power leaked by this block of carriers into
the zero-positioned carrier can be bounded according to

Equation (1) to be:

pb(k) =
∞∑

c=k

1
c2

=
π2

6
−

k−1∑
c=1

1
c2

, (2)

where we assume that symbols on different carriers are
independent. The series in Equation (2) is rapidly con-
verging. Based on the observations above we conclude
that an increase in the number of carriers will sharpen
the spectrum of a multitone signal and accelerate its
spectral decay. Moreover, the insertion of a relatively
small number of null-carriers will significantly reduce
interference between two neighboring active regions of
the spectrum.

The system design employed in our experiments uses
a choice of parameters similar to 802.11a: there are 64
carriers, 12 of which are designated as null carriers while
a further 4 serve as pilot carriers, leaving 48 carriers
available for data transmission.

4. TAG SPOTTING

High Level Design Overview. Tag spotting uses a
set of signals that are easily detectable and identifiable
in low SNR conditions, in the absence of timing and
phase synchronization and without perfect frequency
synchronization. In the following such header signals
will be identified as tags. A tag can be inserted at the
beginning of any packet transmission in order to broad-
cast a small piece of information to neighboring hosts.

Tags are designed around a two-layer structure. At sig-
nal level, tags are generated using multitone modulation
with a larger number of carriers than the one used in
generating regular data frames and with a correspond-
ingly longer time duration. The increase in the number
of carriers is used in order to sharpen the spectral foot-
print of tag signals and ease spectral analysis through a
discrete Fourier transform even in the absence of com-
plete frequency synchronization. At a second layer, the
symbol sequences encoded over the different carriers are
chosen according to an algebraic code in order to en-
hance tag separation.

The lack of phase, time and to some extent frequency
synchronization is the primary constraint in construct-
ing a tag detector. A further hindrance, not found in
the case of standard detectors, is the possible presence
of significant levels of interference from data transmis-
sions adding to regular receiver or channel noise. The
detector design introduced here is based on a Fourier
transform-based analysis of the power levels in the dif-
ferent frequency bins corresponding to the 64 data car-
riers.

Multitone Structure. Figure 2 presents a sampled
packet transmission, in time domain representation as
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Figure 2: Packet transmission: the signal s(t) (upper pane), a time frequency representation using
512 frequency bins (middle pane) and a time frequency representation using 64 frequency bins (lower
pane).

well as in two different frequency domain representa-
tions, using 512- and 64-points Fourier transforms. As
we will see these are the natural scales for analyzing
tags and data frames, respectively. The block start
times of the successive frequency analysis intervals have
been aligned with the start time of the tag as well as
with the start times of the OFDM frames comprising
the actual packet. For both tags and data frames the
cyclic prefixes have been discarded in order to simplify
the frequency domain representation. The packet trans-
mission begins with a tag, transmitted, for reasons to
be explained in the following, at 3 dB lower total power
than the rest of the packet. The transmission continues
with six 64-carrier PN-sequence based frames that are
used in order to achieve block boundary and frequency
synchronization as well as to asses channel gain. The
rest of the transmission is composed of a large number
of 48-carrier frames that encode the packet payload.

The frequency spectrum of the tag can be observed in
the third column of the middle pane. The tag itself
spans 512 samples (the duration of eight regular OFDM
symbols) to which a cyclic prefix spanning two further
OFDM symbol durations is added in order to compen-
sate for the lack of timing synchronization. The added
redundancy brought by this eight-fold increase in the
number of samples translates, as it is well-known, into
a 9 dB SNR gain.

The spectrum of a tag is shaped around regular car-
riers, which are activated or deactivated, i.e, are used

for signal transmission or left vacant, according to an
on/off pattern. The following explains the construction
of this pattern; as mentioned previously the system de-
sign uses 64 different carriers. For tag construction pur-
poses, eight of those have been designated null carriers,
as opposed to the twelve null carriers used in payload
data transmission. The remaining 56 carriers are to be
grouped into 28 groups of two neighboring carriers. In
each such small group only one of the two carriers will
be activated. Each two-carrier group can be in one of
two states, depending on which one of the two carriers is
activated. Every tag can thus be naturally mapped to a
28-bit string in which each bit marks the choice of state
for a corresponding group. The resulting modulation
scheme is akin to multitone FSK [31] in that it uses a
combination of tones in order to transmit information.

On the receiver side, the tag detector operates in the
presence of small, tolerable but unknown frequency off-
sets. In order to prevent frequency offset-caused spillage
of power onto neighboring non-active carriers, the den-
sity of the carriers is increased by a factor of eight,
transforming the 56 non-null carriers into 56 ∗ 8 “thin”
subcarriers. The structure of a tag in frequency do-
main is depicted in the lower pane of Figure 4 while a
two-carrier subgroup is depicted in Figure 3.

As illustrated in Figure 3, each group of eight thin sub-
carriers uses the four central thin carriers in order to
deliver the whole power of the original carrier. The
central thin carriers, however, encode these tones using
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Figure 3: The discrete spectrum of a two-carrier
group (amplitude and phase representation) and
its continuous power spectrum.
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Figure 4: The spectrum of a received tag in the
presence of a frequency offset. Upper pane: the
512 frequency bins Fourier transform of the cor-
responding detector interval. Middle pane: the
64 frequency bins representation used in the de-
tection decision. Lower pane: the structure of
the transmitted tag.

different random phases. Looking at Equation (2) it can
be readily seen that this results in a faster decay of the
original carrier’s spectrum and reduces the power leaked
onto non-activated carriers. A straightforward compu-
tation assuming a uniform frequency offset smaller than
the width of two thin carriers reveals that the expected
power leaked is, in expectation, about 2.3% of the total
power. Figure 4 illustrates this aspect by presenting the
spectrum of a received tag in the presence of a frequency
offset equal to 10% of a regular carrier width. The use
of random phases in signal construction has one further
advantage: it allows sampling tags from a larger signal
set in order to limit the peak to average power ratio of
tags, a problem described in Section 3.

Encoding. As it is common in communication sys-
tem design, modulation is supplemented by a coding
layer. The purpose of this layer is to create a subset of
maximally differentiable signals, allowing for the con-

struction of a (tag) detector able to operate at low SNR
levels.

The tag signal construction detailed above produces 228

different basic tags, too many for efficient detection and
insufficiently distinguishable from each other. A further
restriction makes use of a (28, 60, 13) 3 nonlinear code
proposed by Sloane and Seidel [32]. Out of the ba-
sic tags only those having binary representations corre-
sponding to the 60 codewords of this code are preserved.
Every two different tags remaining use different symbols
in at least 26 carrier positions.

Regular data frames dissipate the transmitted power
over 48 carriers while tags make use of only 28 carriers.
Since the average spectral densities of used carriers in
tags and data transmissions are equal, it results that
the transmitted power in the case of tags is lower than
the transmitted power in the case of data, as it was
observed in Figure 2.

This choice of code is not optimal, i.e., there might be
other codes with larger codebooks, providing more bits
per tag, which are capable of fulfilling the detection
criteria at the same target SNR values. We consider the
use of two other codes, the (28, 28, 11) and (28, 213, 7)
extended BCH codes [28] in Section 6.

Constructing a Tag Detector. Let T = {t1, t2, . . . , t60}
denote the set of all tags and Ci be the set of all carriers
activated when transmitting tag ti. Let rf denote the
power of the received signal in the frequency bin cor-
responding to the f -th carrier. Our detector does not
assume the channel phase response to be uniform and
can therefore be used in a wideband scenario. We com-
pute the following quantity which we will name from
now on tag strength: ∑

f∈Ci
r2
f∑

∀f r2
f

. (3)

Tag strength is compared against a fixed threshold γ
and in case the threshold is exceeded a possible tag
observation is recorded. 4

3The notation for codes used here is in the form (N, M, D)
where N is the binary codeword length, M denotes the num-
ber of distinct codewords and D denotes the minimal Ham-
ming distance between any two codewords.
4This equation is similar to the of the low-SNR multipulse
detector with n samples for a signal with unknown phase
θ(t) varying at each pulse: s(t) = A ∗ cos(2πft + θ(t)), at
a given SNR value α = A

2N
. Denote by HS the hypothesis

that signal s has been sent and by Hn the hypothesis that no
signal has been sent. That detector is based on the equation

log p(r|HS)
p(r|Hn)

≈
PN

i=1 r(ti)
2 > γ′ N

α
where γ′ is a constant (see

[33, p. 293]); in our case, the correction factor
P

∀f r2
f can

be seen as an approximation of A2

4
+N = (α+1)N , meant to

remove the linear dependence of the threshold on the noise
power N , allowing thus for added noise-like interference.
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A detection interval has the same length as a tag from
which the cyclic prefix has been removed. The tag de-
tector component of the receiver analyzes detection in-
tervals starting at time instants spaced one tag cyclic
prefix length apart. It results that the successive detec-
tion intervals analyzed have significant overlap. Every
transmitted tag will completely cover at least one de-
tection interval. The detector processes every detection
interval by first computing the Fourier transform of the
contained signal, and then producing, based on the re-
sulting spectrum, a vector containing the strength of
each tag, according to Equation (3). In order for a tag
recognition event to be recorded for any of the tags,
the corresponding tag strength element of the vector
must, firstly, exceed the threshold value and, secondly,
be maximal not only among the other vector elements
but also among the elements of all tag strength vectors
corresponding to the detection intervals that overlap
the current interval. A further detection metric effec-
tive in filtering off-band interference is computed for
each detection interval by weighting the power levels in
different carriers through the carrier’s position in the
frequency band, summing the resulting values and af-
terward dividing the result through the total interval
power. As long as the resulting “center of mass” is
placed in the central quarter of the frequency band, the
tag observations are considered valid, otherwise they
will be attributed to off-band interference.
In order to reduce the number of intervals analyzed and
the likelihood of false alarms, a simple carrier sense
scheme is employed. The receiver maintains a running
estimate of channel noise and processes only those in-
tervals for which the SNR exceeds −1 dB.

Overhead. Adding a tag to a packet incurs a trans-
mission time overhead. Assume for now that only data
packets are tagged and that a typical data packet has
a payload of about 1500 bytes. Encoded using the pa-
rameters presented in Sections 3 and 5, the payload
will span 125 data frames, to which six synchronization
frames are appended. A tag spans the equivalent of
eight data frames and therefore its overhead is about
6.1% in terms of the normal packet duration.

5. EVALUATION

5.1 Experimental Setup
The current section presents the experimental evalu-

ation of tag spotting.

(a) Hardware and Software Setup. The experi-
ments were conducted using two USRP boards [34], one
transmitter and one receiver, in an indoor environment
without line of sight and with multiple concrete walls
between the sender and the receiver. The USRP boards
were fitted with RFX2400 daughterboards capable of

transmitting and receiving in the 2.4 - 2.483 GHz wire-
less band. The GNU Radio software suite was used for
signal transmission and recording. All signal processing
was done using the Octave numerical software suite.

(b) System Parameters. The carrier frequency cho-
sen was 2.45 GHz and the bandwidth of the system was
set to 1 MHz. In order to obtain a linear channel suit-
able for OFDM transmission without distortion effects
introduced by the transmitter mixer and the receiver,
the signal has been oversampled by a factor of four on
both transmitter and receiver sides. The received signal
has been filtered in order to preserve only the frequency
band of interest. The interpolation factor at the trans-
mitter was set to 32 while the decimation factor at the
receiver was set to 16. Measurements in indoor envi-
ronments with and without line of sight connectivity
did not reveal variations of the amplitude of channel
response within the used bandwidth.

(c) Configuration. The OFDM system structure re-
sembles the one of 802.11a. The system uses 64 carriers
out of which 12 are designed as null carriers and 4 are
pilot carriers. The pilot carrier information is known
in advance to both the transmitter and the receiver.
The system uses the Schmidl and Cox algorithm [35]
for packet detection and initial CFO estimation and the
Tufvesson [36] algorithm for block boundary detection.
These two algorithms make use of two frames in the
preamble. A further four frames in the preamble are re-
served for measuring the channel’s amplitude response.
The phase response, more likely to undergo a long ex-
cursion in a short interval of time, is estimated for each
frame using the four known pilot symbol values. The
measured phase responses for the pilot symbols serve as
inputs to a linear interpolator which estimates the phase
responses of all carriers. While many OFDM systems
make use of the phase estimators in order to update
their carrier frequency offset estimates, it was found in
our setup, after examining measurement results, that
the frequency jitter was too small to warrant perform-
ing any updates of the CFO estimate during a packet
duration. The symbol constellation used was 16-QAM.
Packet payload was encoded using a rate 1/2 punctured
Trellis code. The bandwidth used was 1 MHz, giving a
resulting link speed of 2.4Mbps.

While the design of an efficient OFDM transmission
and reception system is not the focus of this presen-
tation, having a viable system was a precondition for
showing that any interference effects produced by our
set of header tags are comparable to interference ef-
fects caused by data transmissions and by environmen-
tal noise.

(d) Experiment Description. We performed three
series of experiments intended to evaluate the impact of
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decreasing the signal to noise ratio on the effectiveness
of tag spotting, the impact of rising interference power
on tag spotting and the disruption caused to data trans-
mission by interference in the form of tags. A further
series of experiments studied the dependence of the rate
of false alarms on the detection threshold.

(e) Metrics

Tag Strength is the quantity defined in Equation (3),
the primary metric for deciding whether a tag ob-
servation will be recorded. It is a measure of the
ratio of power contained in the frequency bins allot-
ted to a given tag and the total received power. In
order for a tag observation to be recorded one of the
necessary conditions is that the tag strength must
exceed a threshold value γ. In all experiments pre-
sented γ = 0.62 was used. This choice of threshold
accomplishes two goals: it is high enough to cor-
respond to a low rate of false alarms, as verified
through the experimental results presented in the
current section (see Figure 8) and it is low enough
to allow detection at the target SNR values. Us-
ing the naive assumption that noise (and interfer-
ence) power contributes equally to the power levels
detected in the different frequency bins, the SNR
value that corresponds to this threshold can be de-
rived to be about 0.4 dB.

Symbol Error Rate (SER) is measured for the pay-
load of all correctly identified packets, that is, pack-
ets for which the packet detection, block boundary
start estimation and CFO estimation succeed. It is
the primary metric for estimating the effects of var-
ious noise and interference levels on data transmis-
sion. This metric was considered more fundamen-
tal than the bit error rate(BER), which is heavily
dependent on the type of coding employed, a sys-
tem design parameter that varies largely in current
designs.

Probability of Detection (Pd) is defined as the prob-
ability that a header tag will be correctly detected
and identified at different SNR and SINR levels. It
is the primary metric for the success of tag spot-
ting.

Probability of False Alarm (Pf) is defined as the like-
lihood that, in any given detection interval, noise
and interference will cause a spurious tag detection
and identification in the absence of a tag transmis-
sion, denoted as false alarms of the first kind, or
an incorrect tag identification in the presence of
a tag transmission, denoted as false alarms of the
second kind. A high γ threshold value decreases
significantly the probability of false alarm and false
alarms of the first type are unlikely to occur in reg-
ular experiments. In order to determine the likeli-
hood of this type of false alarms, we have conducted

a further series of experiments using half minute-
long recorded signal sequences containing ambient
radio noise pertaining to standard 802.11b/g trans-
missions in an office building occupied by numerous
wireless networks in order to measure the detector’s
robustness to different kinds of radio interference.
For the chosen threshold value we were not able to
generate false alarms of the second kind.

(f) Practical Considerations. The tag detector pre-
sented in Section 4 is unable to compensate for fre-
quency variations between the sender and the receiver.
The structure of tags and the detection method de-
scribed makes it possible to tolerate frequency offsets
of up to two thin carriers, or about 4 kHz, without
perceivable performance impacts. We have found that
the clock jitters of the USRP radios are well within this
limit, however different radios have initial frequency off-
sets of up to 200 kHz, necessitating a supplementary
calibration step before each experiment. We note that
most WiFi radios in deployment today manifest com-
parable tolerances and that compensating for frequency
and phase drift is one of the main task of the wire-
less system designer. In a practical scenario the clock
components could be replaced with more accurately de-
signed/packed counterparts, and therefore we conclude
that constructing self-sufficient tag detectors is possible.

Even when using perfect signal generators, complete fre-
quency alignment between the sender and the receiver
would be impossible in a mobile environment due to the
Doppler effect. The current work assumes a static situ-
ation in which the relative movements of hosts generate
frequency shifts that are negligible when compared to
the carrier bandwidth.

5.2 Experimental Results

(a) Impact of Noise. The first series of experiments
tries to quantify the range effectiveness of tag spot-
ting in the presence of different levels of noise, in an
interference-free environment.

The transmitter was configured to send sequences of
100 packets with random header tags. On the receiver
side the transmitted sequence was decoded and the se-
quence of detected tags was compared to the original
transmitted sequence, in order to obtain an estimate of
the detection probability Pd. The decoded symbol pay-
load of received packets was compared with the known
symbol payload on the transmitter side in order to esti-
mate the SER . The transmission’s SNR was estimated
for each detected packet using a low-pass filter-based
average power estimator.

The power level of the transmitter was varied between
levels spaced 3 dB apart, resulting in different channel
SNR values.

8
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Figure 5: Experimental results in the presence
of channel noise.

Figure 4 presents the spectrum of a received header
tag, along with the transmitted signal. It can be readily
seen that the power leaked onto non-activated carriers
is negligible when compared to the total signal power.

Figure 5 illustrates the results obtained. The upper
pane shows the Symbol Error Rate (SER) for the pay-
load as a function of the Signal to Noise ratio (SNR).
The curve is typical for a receiver employing 16-QAM
modulation, however the receiver appears to exhibit an
error floor at the higher SNR values measured. At SNR
values of 20-25 dB, the system can sustain data trans-
mission, when using an typical error-correcting code.
This curve serves as a reference for the next experi-
ments, in which noise-based disruptions will be replaced
with data-like interference and tag-like interference.

The middle pane shows the Tag Strength as a function
of the SNR. The curve decreases steadily as the SNR
decreases, reaching the threshold value γ around 0 dB.
Finally, the lower pane shows the probability of detec-
tion as a function of the SNR. It can be seen that the
probability of detection is close to one over the entire
range considered.

(b) Impact of Interference

Figure 6 present the results of the same experiment in
the presence of a second source transmitting an unin-
terrupted stream of payload-like data. As before the
upper pane plots the Symbol Error Rate, the middle
pane the Tag Strength, and the lower pane the prob-
ability of detection, all as a function of the SNR. The
SER has a slightly different behavior in this case, due to
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Figure 6: Experimental results in the presence
of data-like interference.
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Figure 7: Experimental results in the presence
of tag-like interference.

the presence of a different type of interference, as can be
seen when comparing the SER curve in the presence of
data interference with the SER curve in the presence of
just noise. The other quantities of interest, tag strength
and the probability of detection Pd remain essentially
unchanged. The probability of detection climbs a steep
curve and quickly settles close to one. We conclude that
the tag detector acts almost identically in the presence
of pure noise or noise combined with temporary inter-
ference.

(c) Impact of Tag Interference on Data

Figure 7 presents the effect of tags on data transmis-
sions. The SER curve is very close to the SER curve
of Figure 5, demonstrating that interference from tags
does not increase the error likelihood beyond the error
likelihood in the presence of comparable levels of noise.

(d) Likelihood of False Alarm

Figure 8 presents the dependence of the average time
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in-between false alarms on the threshold γ, when ana-
lyzing recordings of ambient WiFi traffic. Carrier sense
has been disabled in this experiment and every input
detection interval is analyzed. These results support
our choice of detection threshold, since false alarms oc-
cur at a rate of less than once during every 20 seconds
of analyzed data.

6. DISCUSSION
The experiments presented in the previous section

have shown that tag spotting is effective at SNR values
as low as 0 dB, in the presence of receiver noise as well
as interference from data transmissions. Moreover, it
was shown that tags at a certain signal level affect data
in a manner similar to similar levels of noise. Finally,
it was shown that, with a suitable choice of detection
thresholds, false tag spottings occur at a low rate.

Tag range. The possible use of tags in wireless multi-
hop networks prompts us to calculate the increase in
range, expressed in distance terms, that transmission
through tags brings over regular data transmission. It
is well-known that power decay exponents are highly
dependent on specific environments. Measurements of
signal propagation in the 2.4 GHz band described in [37]
reveal a dependence of received power on distance of the
form p ∝ 1

rd where the exponent d varies from 3 for line
of sight propagation to about 6 for non-line of sight
propagation. Regular data transmissions using the 16-
QAM modulation present in our system necessitate a
SNR value of about 20 dB while tags are detectable at a
SNR value of 0 dB. It results that the ratio of the range
of tag communication to the range of the data transmis-
sions can be, depending on the power decay coefficient
utilized, anywhere between 2.15 and 4.65. The carrier
sense threshold is usually set about 10-20 dB above the
noise level [5] [38], which substantiates our claim that
Tag Spotting can communicate information beyond the
carrier sense range.

More bits per tag. The system we implemented in
the testbed makes use of a (28, 60, 13) code and is ca-
pable of conveying about 5.9 bits of information within
every tag. As we mentioned already, this choice of code
is not optimal, i.e., there might be other codes with

larger codebooks, and thus providing more bits per tag,
which are capable of fulfilling the detection criteria at
the same target SNR values. With this in mind, we
have simulated our Tag Spotting system while using
two different codes, the (28, 28, 11) and the (28, 213, 7)
extended BCH codes, under a frequency-independent
fading assumption. With these more complex code-
books, tags were able to carry about 2 bytes of infor-
mation while still being decodable at 0 dB SNR. While
our system deployment uses a relatively narrow band
of 1 MHz thereby justifying the frequency-independent
fading assumption in our simulation, an algebraic code
with a higher Hamming distance will offer superior ben-
efits in an environment that presents frequency-selective
fading. It is beyond the scope of this paper to inves-
tigate which codes are optimal for different wideband
fading models. More generally, it is beyond the scope
of this work to optimize the physical layer technology
used to send the tags. Our purpose is to show that it is
possible to build an efficient low-SNR communication
system based on multitone modulation, which can be
easily used in today’s systems to communicate control
information at, or even beyond, the carrier sense range.

7. CONGESTION CONTROL
In this section and the next one we present the use

of Tag Spotting in two applications aimed towards ob-
taining a fair resource allocation in multi-hop wireless
networks. We explore the structure, the granularity
and the rate of information that hosts within a neigh-
borhood should exchange in order to solve the fairness
problem, keeping in mind that the fairness issue impacts
the design of both the medium access and transport lay-
ers of the networking stack.

Congestion control requires a supporting feedback loop
that delivers information about congestion events to
the sender. In wired networks such congestion events
are indicated by queue overflows resulting in packet
losses [11], increases in queue wait times resulting in
increased round trip times [39] [40] or explicit conges-
tion notifications [41]. In a wireless setting, congestion
is not always primarily experienced by the flow that
causes it and a neighborhood-wide signaling mechanism
becomes necessary. Previous work on congestion con-
trol in wireless networks, for example [7] and [42], offers
important insights into the nature of the information to
be shared. Further, the afore mentioned works suggest
that all information necessary in order to perform ef-
ficient congestion control can be disseminated through
broadcasts of local information originating at every one
of the network hosts. In particular, such information
is piggybacked onto data/ack transmissions and broad-
casted to all nodes within communication range of the
originating node.

But, as mentioned earlier, this information should
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Figure 9: Chain-cross topology with all compet-
ing flows separated by at most one transmission
range. The large circle indicates the size of the
data transmission range.

reach all nodes which potentially interfere with the node
of interest, rather than just those within data transmis-
sion range. Tag Spotting is capable of passing this type
of control information to all neighboring nodes. With
this in mind, we extend WCP [7], a recent AIMD-based
scheme from the congestion control literature, by us-
ing Tag Spotting for communicating congestion notifi-
cations, and we assess the achieved performance of both
the original WCP protocol and its extended derivative
through simulations.

In the original WCP, there are two types of informa-
tion broadcasted via data and ack packets. Firstly, each
node broadcasts a congestion bit to indicate conges-
tion events to its neighbors. These notifications travel
back to the sources of the neighborhood flows, which,
in turn, reduce the rate of the flows. Secondly, neigh-
boring nodes exchange the round trip times (RTTs) of
flows traversing them, in order to compute the maxi-
mum RTT of a flow via a neighborhood. This maximum
RTT is then used to pace the rate increases of the AIMD
controllers which set the rates of the flows traversing the
neighborhood. The reasoning behind this is as follows:
Since the different traffic flows may not share a single
queue, the loss rates as well as the delays experienced
by competing flows passing through a congested neigh-
borhood may vary widely, significantly more than in
wired networks. This difference would lead the senders’
AIMD controllers to increase their rates at significantly
different paces following a congestion event, unless a
common time convention like the one mentioned above
is used. For more details on WCP, the interested reader
is referred to [7].

We have simulated the performance of WCP using
the Qualnet network simulator [43]. Qualnet provides
the possibility of physical layer simulation using the
physical interference model [44]. We have extended
Qualnet’s physical layer simulation in order to also han-
dle the likelihood of tag detection using the detection
probabilities measured in Section 5. The content of tags
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Figure 10: Chain-cross topology with some com-
peting flows separated by more than the trans-
mission range. The large circle indicates the size
of the data transmission range.

is composed of one congestion bit and a field that en-
codes, on a logarithmic scale with base 3

√
2, the value, in

milliseconds, of the longest RTT of all flows traversing
the tag emitter. We call the tag-based implementation
of WCP, WCP-Tags. For the original WCP we have
used a broadcasting mechanism that shares the same
information as WCP-Tags, however the limit SNR for
broadcast detection has been set at the same value at
which successful payload data decoding occurs, since
the original WCP broadcasts are inserted into the pay-
load of data packets. All hosts use the regular 802.11
MAC for ad-hoc networks with default simulator values,
with the only modification that the number of allowed
MAC layer retransmissions has been doubled from its
default value in order to decrease the rate of packet
drops.

Figure 9 illustrates a textbook configuration for eval-
uating congestion control protocols in wireless environ-
ments. The two short flows on the outside of the cen-
tral chain of nodes are within the transmission range
of node 2, and we can therefore expect that the two
variants of WCP will have similar performance. Figure
11 illustrates the rates obtained by TCP, original WCP
(“WCP”) and the tag-based implementation of WCP
(“WCP-Tags”). It can be readily observed that, while
TCP leads to starvation of the central flow, both WCP
and WCP-Tags manage a fairer rate allocation.

Discussing the results of these experiments requires
taking into account more than the order of magnitude
of throughputs achieved by individual flows or the com-
bined throughput of all flows involved. It is well known
that supporting a long flow in a wireless multi-hop net-
work is possible only at rates significantly lower than
the maximal link speed [45]. Any increase in the rate
of the long flow in Figure 9 will involve a drastic reduc-

11



 0

 200

 400

 600

 800

 1000

TCP WCP WCP-Tags max-min

G
oo

dp
ut

 (
kb

ps
)

1->2
1->7
6->7
8->9

10->11

Figure 11: Goodput results for the topology in
Figure 9.

tion in the rates of the other, shorter flows. To make
this point more precise, we compute using brute force
simulations and the theoretical framework in [46] the
max-min rate allocation for these flows and compare it
to the other allocations. It is evident that the origi-
nal WCP and WCP-Tags yield rates which are close to
the max-min optimal rate allocation. Thus, it is not
possible for the long flow to avoid starvation unless the
rates of the short flows are significantly reduced from
their TCP allocation. This follows directly from the
definition of max-min fairness which states that a rate
allocation is max-min fair if it is not possible to increase
the rate of a flow from its current value without decreas-
ing the rate of another flow whose current rate is the
smaller of the two. Formally, if rm is the max-min rate
vector and r is some other feasible rate vector, then if
for some flow a r(a) > rm(a), there exist some other
flow b with rm(b) ≤ rm(a), for which r(b) < rm(b).

Figure 10 illustrates a variation of the previous topol-
ogy in which the original WCP cannot effectively signal
congestion between the involved hosts, due to the fact
that some hosts are within the interference range but
outside the data transmission range of each other. In
particular, under the original WCP node 2 cannot in-
form nodes 8 and 10 that it is congested and the long
flow is almost starved, similarly to what happens un-
der TCP. In contrast, WCP-Tags does not starve the
long flow as nodes 8 and 10 reduce their rates once
they receive notifications through tags that node 2 is
congested. The rate allocations achieved by the three
protocols as well as the max-min rate allocation for this
topology are illustrated in Figure 12. As before, WCP-
Tags yields rates which are close to the max-min opti-
mal allocation.

8. SCHEDULING
A large class of scheduling algorithms for wireless

multi-hop networks are centered on ideas such as queue
equalization using backpressure [17] [9], broadcasting
local congestion indications [10] or creating a compu-
tationally tractable approximation of an optimal sched-
ule [18] [19] [20] [21]. While some of the proposed sched-
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Figure 12: Goodput results for the topology in
Figure 10.

ulers assume a perfect knowledge of the distribution of
packets in a network and a few others require only in-
formation available at every host on which a portion of
the algorithm is running, we find that a large number
of them could make do with small amounts of infor-
mation broadcasted by hosts to their wireless neighbor-
hoods. An extensive presentation of all the approaches
taken in constructing distributed schedulers, their ben-
efits and their implementation details lies well outside
the scope of this paper; however, some of the benefits
of schemes that use local communication will be illus-
trated in the current section through the evaluation of a
rather simple scheduling scheme, designed as an exten-
sion to the ad-hoc mode of the the 802.11 MAC. The
simple mechanism presented here targets some of the
unfairness effects introduced by the 802.11 MAC which
may lead to flow starvation. The solution presented
does not address all scenarios under which starvation
can occur and serves only to illustrate the potential of
tags in constructing communication-enhanced schedul-
ing schemes. In particular our solution is complemen-
tary to RTS/CTS and does not always solve the hidden-
terminal induced problem of congestion at the receiver.

Consider again the topology illustrated in Figure 9.
The results of Section 7 have already shown that using a
standard 802.11 MAC in conjunction with TCP drives
the longest flow in this topology into starvation. Our
solution preserves TCP as the transport protocol but
seeks to relieve such severely disadvantaged flows by en-
hancing the scheduling algorithm. The key to achieving
this goal is an exchange of tags conveying a meaningful
measure of starvation, namely the average delay of the
packets currently enqueued for transmission.

The hosts observe all detected tags and decide that
a host in their neighborhood is starved for medium ac-
cess whenever they receive a tag conveying an average
queueing time which is at least 32 times larger than
their own average queueing time. In this case the tag
receiver will enter a silence period of 100 milliseconds,
allowing the starved host to gain access to the channel
and transmit its packets. These numbers are not par-
ticularly optimized since our focus is to showcase the

12



50
100

 0

 200

 400

 600

 800

 1000

802.11 802.11-Tags max-min

G
oo

dp
ut

 (
kb

ps
)

1->2
1->7
6->7
8->9

10->11

Figure 13: Goodput results under the modified
scheduling policy for the topology in Figure 9.

benefits of using tags in scheduling with a very simple
addition to 802.11, rather than to provide a fully op-
timized and tested solution. All other medium access
activity proceeds according to the normal 802.11 spec-
ification. We call this scheme 802.11-Tags. The only
other MAC-layer modification applied to both vanilla
802.11 and 802.11-Tags consists in doubling the num-
ber of MAC-layer retries performed in case of collision,
just as in the previous section.

Interpreting the results in Figure 13 requires looking
beyond the performance of individual links. In order
for the long flow to achieve a transmission rate on the
order of tens of kilobytes, all other flows must lower
their rates far below the hundreds of kilobytes available
on individual links. As shown in the previous section,
a fair distribution of rates is associated with a drastic
decrease of overall throughput. As expected, this sim-
ple MAC layer modification cannot achieve a max-min
fair distribution of rates when used in conjunction with
a standard AIMD rate controller like TCP at the trans-
port layer. However, as the results in Figure 13 show,
the improved scheduler alleviates flow starvation. The
long flow in the figure increases its achieved rate from
a level that cannot prevent connection timeouts and in-
terruptions to a sustained rate of about 20 kbps.

9. CONCLUSION
This paper has proposed a mechanism for sharing

control information in wireless networks, able to func-
tion in low SNR conditions and without introducing
new interference constaints. It experimentally evalu-
ated its performance using software radio platforms. It
was found that this communication scheme is effective
at SNR values as low as 0 dB, effectively covering the
carrier sense range of a wireless host. Two algorithm
implementations that make use of this scheme have been
evaluated through simulations, confirming its applica-
bility in protocol design.
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