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Abstract—Over the last five years both the academia and the
industry have produced evidence that wireless multi-hopping
suffers from low performance. Even putting real-world con-
straints aside and assuming deployment of optimal schedulers
and rate controllers, the fact of the matter is that wireless
multi-hop networks are severely constrained by interference.
Advances in antenna technologies make it possible to create
efficient multi-hopping architectures utilizing multiple antennas
per node. Specifically, a Multiuser MIMO system could offer a
significant boost in performance by utilizing spatial multiplex-
ing, which allows nodes to send and receive multiple packets
concurrently, and by reducing interference via beamforming and
interference cancellation techniques. But, it comes with the need
to dynamically and efficiently orchestrate the capabilities of the
nodes in order to carefully balance between exploiting spatial
diversity and inducing interference in the media.

In this work we propose a distributed, scalable MAC mech-
anism to achieve this task which addresses all major issues
associated with Multiuser MIMO wireless networks. Our mech-
anism consists of two sublayers. The first, called MU-MIMO
sublayer, allows nodes to estimate the channel during a short,
collision free period made possible via CDMA techniques, and
to exchange control plane information used for scheduling. The
second sublayer, called scheduling sublayer, offers an efficient,
distributed scheduler which decides which nodes will send and
which will receive packets each time, and selects multiple senders
per receiver and multiple receivers per sender. The scheduler
bases its decisions on local SINR measurements and queue
differential information. We show using simulations that our
system achieves more than 60% of the throughput achieved by
the centralized optimal scheduler in the scenarios that we test,
and outperforms prior, state of the art distributed designs.

I. INTRODUCTION

Wireless multi-hop networks suffer from low performance.
Specifically, the performance of these networks is significantly
degraded by the interference of nodes’ transmission with each
other. For example, the capacity [1], the routing performance
[2], and the efficiency of transport layer operations [3], [4] are
adversely affected by the limiting effects of interference.

One of the most promising ways to enhance the performance
of such networks by alleviating interference is to use multiple
antennas and the signal processing capabilities available for
MIMO systems. MIMO systems can reduce interference in
two ways: by beamforming (focusing the transmitted power
on a particular direction while reducing the power in other
directions to materialize a directional antenna) at the trans-
mitter side, and by performing interference cancellation at the
receiver side. What is more, in Multiuser MIMO (MU-MIMO)
systems it is possible to create multiple beams to transmit

() (b)

Fig. 1. Spatial diversity usage: (a) only two beams used, (b) all eight possible
beams used.

multiple packets at the same time, and to receive from multiple
sources at the same time.

Challenges: In MU-MIMO wireless networks, there is
a natural trade-off between exploiting spatial diversity and
inducing interference in the media. For example, consider
the linear antenna configuration with eight antenna elements,
as shown in Figure 1. As the transmitter node uses more
spatial diversity branches, it induces more interference in
the network. In the extreme, if it uses all of the available
diversity branches, its interference is equally sever as that of
an omni-directional transmitter. Thus, it is important to design
an efficient scheduler to identify which diversity branches to
use, that is, to which receivers to transmit simultaneously.

Another scheduling challenge is for nodes to decide whether
they want to transmit or receive, inform their neighbors about
this decision, and establish concurrent communications based
on the scheduler’s output. Further, when some transmitters
want to send to the same receiver, their requests can collide in
the receiver which results in low performance [5]. Moreover,
in systems using beamforming a receiver may also fail to
detect the communication between two neighbors because
it can be located in the null direction of the beamforming
pattern. Beamforming systems are also known to be prone
to “Directional Hidden Terminal” problems, [6], [7], where
the mismatch between the communication range of different
beamforming patterns in different steps of the communication
establishment can make neighbors unreachable.

Approach and Contributions: We use a two layer archi-
tecture shown in figure 2 which enables us to apply prior work
in wireless networks scheduling without being too concerned
about MU-MIMO implementation intricacies. The MU-MIMO
(MMI) sublayer has the task of hiding the lower layer issues
associated with MU-MIMO systems from the scheduling sub-
layer.
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Fig. 2. The layered architecture of our design.

MMI sublayer: The high-level operation of the MMI sub-
layer (synchronous mode) is as follows: Nodes are synchro-
nized and time is slotted. Assume that the scheduler has
determined which nodes will transmit and which will receive
in the current time slot. Receivers omni-directionally broadcast
a ready-to-receive message coded with orthogonal CDMA
codes to be detectable in the presence of interference. Then,
transmitters send a request-to-transmit message to receivers
and receivers reply back by grant messages based on local
decisions by the scheduler. Both request and grant messages
are sent in directional mode and are coded with orthogonal
CDMA codes. After this process, the data communication
starts and ends with acknowledgments as usual. For data and
acks we use high rate OFDM modulation. We also design
an asynchronous MMI sublayer which provides the same
functionalities of the synchronous MMI sublayer via the help
of an additional radio.

Scheduling sublayer: The scheduling algorithm has two
tasks: (i) to determine the state of every node (transmitting
or receiving) at the current time slot, and (ii) to efficiently
select set of nodes to which each transmitter will concurrently
transmit and, thus, the set of nodes from which each receiver
will concurrently receive. This takes place via the request-
grant-accept process described above. All scheduling decisions
are based on local queue differential information and SINR
measurements. In order to evaluate performance of our system,
we carry out a number of simulations.

The paper is structured as follows. After the related work
in Section II, Section III presents MU-MIMO channel models
and general assumptions about our system. Section IV presents
the design of the MMI sublayer and the communication es-
tablishment process, Section V presents the scheduler sublayer
design and Section VII evaluates the performance of the whole
design with simulations. Finally, in Section VI we briefly
discuss real-world concerns, and Section IX concludes the

paper.
II. RELATED WORK

There is a large body of work on MIMO systems and
scheduling in the context of wireless networks. However, to
the best of our knowledge, our work is the first one to ad-
dress the mentioned implementation challenges and propose a
distributed scheduling algorithm for multiuser MIMO systems
with multiple packet transmission and reception.

A large body of work, see, for example [7]-[11], has
investigated protocols for wireless mesh networks with nodes
equipped with single beam directional antennas and shown
that the capacity of wireless mesh networks can be improved
substantially. We are interested in combining beamforming
with multiple packet transmission and reception.

Despite the large body of work in single beam directional
antenna networks and MIMO systems, only few protocols
have been proposed for enabling multiple packet transmission
and reception in multiuser MIMO systems. Crichigno et al
[12] and Chin et al [13] have studied centralized algorithms
for achieving high throughput in networks with directional
antennas and multiple packet reception. We are interested in
practical, distributed approaches.

One of the early distributed system designs which supports
multiple packet reception in directional antenna systems is
ROMA, proposed by Bao and Garcia-Luna-Aceves [14]. In
this work, nodes exchange omni-directionally their future
mode (transmission or reception) during a short period at
the beginning of every time slot. Because of the relatively
low communication range of omni-directional mode, it is not
possible to exchange information with distant nodes. This
causes inefficiencies similar to those caused by directional
hidden terminal problems. Furthermore, since all nodes use
their antenna in omni-directional mode, the network scales
poorly with the number of nodes and this omni-directional
period becomes the bottleneck of network performance.

Li et al [15] have proposed a simple distributed MAC
for using multiple packet transmission and reception in mesh
networks, but they have not taken into account collisions of
simultaneous RTS packets transmitted toward a receiver in
neither their analysis nor simulation. This results in unfairness
and under-utilization [5]. They also have not proposed any
algorithm for determining the state (transmitter/receiver) of
nodes and offer no solution for the directional hidden terminal
problem. Lal et al [16] have proposed a protocol which uses
omni-directional RTS/CTS messages for establishing commu-
nication. Thus, this design suffers from range mismatch and
the directional hidden terminal problem, similarly to prior
designs.

In [17]-[19] the authors study the scheduling problem in
multiuser MIMO cases, but make the unrealistic assumption
that the receiver is able to decode as many signals as the
number of the antenna elements, since they do not take SINR
constraints into consideration. In [20], Gelal et al studied
the system under more realistic models, but they did not use
beamforming nor the multiple packet transmission capabilities
of MIMO systems.

III. MULTIUSER MIMO NETWORKS PRIMER

Multiuser MIMO wireless networks are networks in which
some nodes are equipped with one or more antennas. Those
devices with multiple antennas can simultaneously transmit to
multiple destinations or receive multiple packets from multiple
sources, as shown in Figure 3.
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Fig. 3. In multiuser MIMO networks, a node can simultaneously (a) receive
multiple packets from multiple sources, or (b) transmit multiple packets to
multiple destinations.

When a node, say node 0 in Figure 3a, receives multiple
packets from multiple transmitters k, 1 < k < U, the received
signal vector can be written as:

U

yo= > Hi'x; + ny,
k=1

6]

where xj, is the M}, x 1 signal vector of node k, M}, is the
number of antenna elements at node k, and ng is the (additive
Gaussian) noise vector at node 0. The matrix H;, € CMx>xMo
represents the channel matrix between nodes k£ and O and
H is the Hermitian operator. In order to detect the signal
of the k! user, there are several receiver structures [21],
most notably, Decorrelator, MMSE, and MMSE-SIC, where
the later structure achieves the optimal capacity of the channel.
In the transmission mode, as shown in Figure 3b, the
transmitter transmits to a subset of nodes S, |S| = K. The
received signal vector from node 0 at the k*" user is:

K

i = Ho rwo 150 + Ho § W0,150,1
=112k

2)

where wo i € CMe*! and wq; € CM*! are the precoding
(beamforming) vectors between node 0 and %k and between
node 0 and [ respectively, and s ; is the signal sent from node
0 to the {*" user. Note that a noise term and the interference
from other nodes’ transmissions in the media should be added
to this signal to get the aggregate signal received by node k.
If the set of destinations is specified, the precoding vector can
be found by a suitably normalized ZF or MMSE inverse of
the multiuser matrix, see [22], [23] for details. In this case, it
can be assumed for simplification that the receivers have only
one antenna and Mj, = 1 [24]. This results in Hy, = hg
becoming a vector, so we can rewrite Equation (2) as:

K

Yr = ho rWo 150.x + ok g W0,150,1-
=114k

3)

In this paper, while we have designed our MU-MIMO
sublayer (see Figure 2) for general conditions, in the design
of our scheduling algorithm we have assumed that all of the

nodes have the same number of antennas, M = M Vk. We
use decorrelator beamforming, i.e. wg , = hg{ - As usual, full
channel state information is assumed to be available at both
the receiver and transmitter side, because otherwise spatial
multiplexing is not possible in MU-MIMO systems (except
in very special situations) [24]. The channels are assumed to
be free-space channels without fading. Last, for illustration
and evaluation purposes we have used linear antenna array
configurations. However, our algorithms can be applied to
general antenna configurations.

Since we want to study the effects of interference in MU-
MIMO networks, we assume that the network operates in the
high SNR regime. This assumption results in the following
observations which simplify the design space: (a) the interplay
between power and throughput can be neglected, in other
words, in the absence of interference nodes can successfully
transmit to up to M receivers and (b) the power allocation
problem reduces to allocating equal power to all beams.

IV. MU-MIMO SUBLAYER

In this section we describe our MU-MIMO (MMI) sublayer
design in detail. Due to the need to coordinate transmitters
and receivers to establish multiple concurrent communications
we synchronize the network by one of the available methods,
see, for example, [25]-[27]. (We briefly discuss a fallback
mechanism in the absence of synchronization in Section VI.)
We separate the time in phases called timeslots. At each
timeslot, the network will establish a number of concurrent
communications between transmitters and receivers and ex-
change data.

At the beginning of every timeslot, the receiver nodes
broadcast a brief message to their neighbors to announce
that they like to receive in the current timeslot (see Tr/p in
Figure 4). This eliminates any possible ambiguity about the
state of nodes (sending or receiving) and prevents unsuccessful
channel reservation attempts. For brevity, we will refer to this
message as the broadcast or the ready-to-receive message from
now on.

To prevent collisions of request-to-transmit messages to-
wards the same receiver, we choose to have a short collision-
free period at the beginning of every timeslot using CDMA
techniques. Specifically, our system uses two different re-
ceivers: A CDMA receiver at the collision-free period (used
for broadcast, request-to-transmit, and grant messages) and a
higher rate MIMO-OFDM receiver at the data transmission
period (used for data and ack packets). Since the network
is synchronized and the CDMA mode does not need to be
high-rate, we use orthogonal CDMA codes like the Welsh-
Hadamard codes and eliminate concerns about power control
and near-far issues. The process of mapping the signature of
a code to a node is similar to the algorithms used in CDMA
cellular systems, see, for example, [28].

During the collision-free period, T, g in Figure 4, receivers
broadcast their ready-to-receive message ommni-directionally.
Further, receivers increase the range of omni-directional com-
munication by adding redundancy via channel coding mecha-



nisms, in order to match it with the maximum communication
range used in the directional transmission mode and ensure
all relevant nodes will hear the message. These design choices
ensure that receivers avoid directional hidden terminal prob-
lems, and do not fail to detect a communication between two
neighbors because they are located in the null direction of the
beamforming pattern.

During the collision-free period, nodes estimate the channel
for reception purposes as usual. Nodes use the corresponding
measurements also to compute SINR values which are later
used by the scheduler (see Section V for more details). This
short collision-free period is also well suited to exchange
queue differential information as discussed in Section VI. This
queue differential information is used for scheduling decisions
too (see Section V for details).

TCoIIision-free TData
ey >
1 1 1
TT/RTGrant TACK
o > -
A H+H H
12 3 \\\4\\\\ 5
B H—++ H
«>
TRequest TTrans

Fig. 4. A simple example of the 5-step communication establishment process
in a timeslot.

A. Communication Establishment Process

This section describes in detail the sequence of events to
establish communication between nodes.

Consider a node which wants to receive data from its
neighbors. As shown in Figure 4, a receiver node like B
first broadcasts its ready-to-receive message. Then, for a fixed
duration TRequest, it monitors the channel. During this period
the receiver node receives request-to-transmit packets from
transmitters, estimates the channel, analyzes the signature (hy)
of the received signals, and finds the set of nodes that are
requesting to send data to it. Based on the scheduling sublayer
(see Section V) the receiver node decides to grant a subset of
the requests during the time period T,.qn¢. Then, it waits for
data transmissions and if it receives data without any error, it
replies with an acknowledgment to each of the corresponding
senders.

Now, consider a node which wants to transmit data to its
neighbors. As shown in Figure 4, a transmitter node like A
listens to the messages transmitted by the receivers during
Tr/r to identify the nodes ready to receive in the current
timeslot. Then, during the time period Treguest, the node sends
its request-to-transmit messages to all receivers for which it
has a packet. Assuming that the node receives one or more
grants, it uses the scheduling sublayer (see Section V) to
decide which grants to accept and transmits the corresponding

data packets. Upon reception of an acknowledgment, the
corresponding packet is removed from the queue. Clearly, it
is possible for the sender to receive acknowledgements for a
subset of the packets that it has transmitted during the current
time slot.

Putting everything together the sequence of events is as

follows (see Figure 4):

1) During T /g, node B announces that it is ready for
reception of packets from neighbors by broadcasting a
ready-to-receive message. Node A listens to the channel.

2) At the beginning of the time period Trequest, A sends
its request-to-transmit messages, including a message to
B. During this period, node B, like other receiver nodes,
monitors the channel and analyzes the signature of the
received requests.

3) Assuming that the scheduling algorithm running at B
decides to grant A’s request to B, B sends a grant
message to A at the beginning of the time period TG qn¢-

4) Upon reception of all grant messages by A, the scheduler
algorithm finds the set of grants to be accepted. Assum-
ing A accepts B’s grant, A transmits the corresponding
data to B during Trqns-

5) If the reception of data by node B is successful, B sends
an acknowledgment to A and the packet is removed from
A’s queue.

V. SCHEDULING SUBLAYER

The scheduler has to perform two tasks. First, it should
determine which nodes should transmit and which should
receive packets in the given timeslot. Let Sy be the set of
transmitters and Sgr be the set of receivers.

Second, the scheduler should determine to which receivers
each transmitter will send packets, and from which transmitters
each receiver will receive packets. If transmitter ¢ € St has
a packet for receiver j € S, we indicate this with an edge
from ¢ to j and set a corresponding variable z;_,; € {0,1}
to 1. Now, we have a bipartite graph over which we want to
choose a matching.

At first glance this problem looks like a classical matching
problem where the maximum weight matching yields the
best scheduler. However, there are two issues. First, we need
to carefully identify what to use as a weight. The size of
the queue of the transmitter, which is the standard weight
used, is not a good metric for reasons that will become
clear shortly. Recently proposed weights for ad hoc networks
based on queue differentials [29] are not directly applicable
either. The second, more fundamental issue, is that contrary
to the classical definition of bipartite matching where each
transmitter has to be matched with at most one receiver and
each receiver with a most one transmitter, here each transmitter
can be matched with up to b receivers, and each receiver with
up to b transmitters. (The value of b depends on the number of
antenna elements and other physical layer considerations.) In
the literature, this generalized matching problem is called b-
matching and has received attention from the combinatorial
optimization community, see, for example, [30]. Recently,



belief-propagation ideas have been explored in an effort to
offer more efficient ways to solve the problem, e.g. [31].

To the best of our knowledge there are no known algorithms
for the maximum weight b-matching problem that can be
used in practice in our context, since existing algorithms are
either centralized, or incur a prohibitively large communication
overhead and take too long to converge. For this reason, while
we will compare the performance of our scheduler to that
of the optimal scheduler for small scenarios where we can
use brute force to compute it, we seek practical schedulers
for our system. In the rest of this section, we first introduce
some notation and state the optimization problem which solves
the scheduling problem optimally. Then, in Section V-B we
present a practical algorithm to find the sets of transmitters,
S, and receivers, Sp, and in Section V-C we present a
distributed, practical algorithm which matches transmitters and
receivers.

A. Optimal algorithm

To state the optimal algorithm, we need to specify the right
weights to be used in maximum weight matching. We use
queue differential ideas, and borrow notation and ideas from
the wGDP algorithm [29] for this task.

Each node ¢ maintains per-destination queues, denoted by
QY for destination d. Note that d is the final destination
and it is possible that many flows originating from different
sources and crossing node ¢ have the same final destination
d. The packets from all these flows will share this queue.
Let ¢, denote the size of QY, n(i,d) denote the next hop
towards destination d and w’ = qu — qg(z’d) denote the
queue differential at node ¢ for destination d. In [29], the
authors use maxqw? as the weight of each node to solve the
maximum weight matching problem. Here, we need a different
weight for each potential receiver j of transmitter 4, and this
weight should be the maximum among all queue differentials
corresponding to destinations with next hop receiver j. Thus,
we use the following weights for each link 7 — j:

ij i
w" = Maxg.p (4,d)=jWg-

Now, the optimal scheduler is the solution to the following
optimization problem:

S wwi,
iEST,jESR, “4)
SINR constraint

maximize
subject to:

where we have also added an SINR constraint, since, due to
physical layer considerations, a link ¢ — j should only be
considered as part of the final matching if it satisfies the SINR
constraint.

B. Transmit/Receive Algorithm

The Transmit/Receive algorithm determines if a node will
be on transmission or reception mode at each time slot. Due
to real-world considerations we propose a simple, distributed
scheme which is later shown to perform quite efficiently using
simulations. The scheme uses queue differential information to

access how “loaded” a node is. The scheme naturally selectes
those nodes with the larger load as transmitters.

Specifically, let D; be the set of destinations currently
served via node ¢, and N; be the set of one-hop neighbors
of ¢. The idea is to compare the average queue differential
at node 4, w' = Y5, w}/|Dy|, with the median of its one-
hop neighbors. In particular, node 7 will be a transmitter if
w? > median;.jen, (w?), otherwise it will be a receiver. Note
that this choice is not particularly optimized. It is a simple
choice which works quite well in practice.

C. Request-grant-accept algorithm

In traditional switching problems, the academia has used the
so called request-grant-accept idea [32] to approximate the
maximum weight matching solution in an iterative fashion.
At each iteration, transmitters request to be matched with
receivers. Receivers select (grant the request for) the edge
with the larger weight among all requests they received, and
transmitters accept the edge with the larger weight among all
grants they received. The edges which are finally selected
for the matching during this iteration are removed from
further consideration. After a small number of iterations this
procedure yields a matching that is quite close to the maximum
weight matching [32].

In theory we could follow a similar procedure in our
problem. In particular, both at the grant and accept phases,
nodes would pick the set of edges such that their sum of
weights is the maximum among all sets of edges of cardinality
up to b. But, doing this at the grant phase has the following
two real-world shortcomings: (i) there are many sets of edges
to consider which makes the selection of the best set compu-
tationally intensive, and (ii) the SINR constraints depend on
the final set of edges selected in the matching, which is not
known at the time of the grant phase, thus, at best one could
conservatively and inefficiently assume that all grants will be
accepted for the purpose of computing the SINR values. For
this reason, we follow a probabilistic approach to decide which
requests to grant, as described below.

At the grant phase, each edge is selected with a probability
proportional to the the queue differential of the edge and
the SINR value. The rational is that the larger the queue
differential the larger the urgency to serve the edge, and
the larger the SINR value the larger the probability that the
communication will be successful. (Note that in the switch
scheduling literature there are many results about the high
efficiency of policies which choose edges with a probability
proportional to their weights.) As a final note, we choose to
normalize both the queue differential and the SINR values
with the channel vector (see Section III) which describes the
correlation between the multiple beams, since when beams are
spatially separated by a significant amount, they interfere a lot
less than when they are close, and one needs to take this into
account. We are now ready to state our scheduling mechanism:

Request: Node i will send requests to all one-hop neighbors
7 for which there are packets in its queue.



Grant: Node j will grant the request associated with link
i — 7 with probability

1
_ 91| Yig
P = loah [ 2] . ®
where d¢;; and +;; are defined below, 7y, is the SINR
threshold that guarantees 95% successful packet reception in
the receiver, and [z]} =z if 0 < 2 < 1, [z]} = 0 if z < 0,
and [z]§ = 1 if = > 1, to ensure that 0 < p;; < 1.

v;; is the SINR term for the corresponding stream in the
MMSE receiver [21] and it equals

—1

vij = Pyl | NoIar + > Pihighfl | hij,  (6)
I,k

where P;; is the power at link ¢ — j, h; ; is the channel
vector defined in Section III, H is the hermitian operator, N
is white noise, I, is the identity matrix, M is the number
of antenna elements, and the summation is over all received
request signals (from some node [ to node k£ = j) and over all
interfering requests destined for other users (from some node
[ to some other node k).

Similarly, dg;; equals:

—1
6Qij = wl]hf] (Z ’wljhl’jh{’{j> hi,j; (7)
l

where now the summation is only over the requests which are
destined from some node [ to the receiver node j.

Accept: Node ¢ computes the sum of queue differentials for
all feasible sets of grants and selects the set with the largest
value. That is, if G; is the set of feasible sets of grants and
gi; € G; denotes a specific such set, then the node accepts the
set which maximizes

MaTg,ecg; Z w.
i—J€g;
Note that computing whether a set is feasible or not has to
do with whether the antenna can concurrently transmit to
all the corresponding receivers without violating the SINR
constraints. Since the number of sets is quite small, we do
this computation for each set. As an aside, in practice the
number of concurrent transmissions is unlikely to be equal or
even too close to the number of antenna elements M.

Remarks: While the scheduling algorithm is based on a num-
ber of informed heuristics and thus one cannot make formal
performance claims about it (the next section investigates its
performance using simulations), it has plenty of desirable
properties which make the algorithm promising and are worth
highlighting. First, the term ~,;/7:, prioritizes the requests
with higher SINR, which results in higher capacity and lower
packet drop ratios. Further, if there are too many requests
interfering with each other, this term drops and slows down
the request rate of the transmitters, offering some kind of
implicit congestion control. Second, the term dg;; prioritizes
the requests with larger queue differentials, which results

in higher capacity and better fairness. Third, we choose to
normalize the term dg;; with the channel vector similarly
to the standard practice in directional antenna systems for
SINR terms like ;;. This keeps the granting process for two
transmitters independent when the corresponding receptions
at the receiver are independent, which better utilizes the
directional antenna capabilities. Prior work has done similar
normalizations for other quantities rather than the SINR, for
example for the so called NAV table [33], [34].

As a final remark, note that the granting probabilities p;; in
Equation (5) could be scaled up to increase the chances that
many requests are granted, and similarly, we could assign a
small probability rather than O to grants for which dg;; turns
out to be negative. Computing a good scaling factor is not
trivial. For example, scaling these probabilities such that the
largest one is equal to 1 at each receiver 1 is not efficient, since
some receivers should assign larger probabilities than others
when, for example, their SINR levels are better. We leave as
future work to investigate how much the performance may be
improved by such scaling, and whether there is a practical way
to compute such a scaling factor.

VI. ASYNCHRONOUS OPERATION

Sometimes node synchronization may be lost. In this case
it is useful to have a fallback method to communicate despite
of the lack of synchronization. The main challenge is to
efficiently coordinated a number of transmitters for a particular
receiver and a number of receivers for a particular transmitter.
Since in asynchronous mode, nodes can be in transmission
mode while another node is broadcasting its ready-to-receive
message, this part of communication establishment process
should be done in another frequency to make sure that all
nodes can keep track of the status of their neighbors. In
this section we discuss the changes that we should make in
the synchronous MMI sublayer to be able to use the same
Scheduling algorithm described in the previous section.

A. Radios and receivers

As Kyasanur et al pointed out in [35], there are small slices
of bandwidth (1-2 MHz) available in the lower frequencies
(lower than 900MHz) that can be used for exchanging control
messages. Nodes use one of these small channels to exchange
control messages (we call this channel “Control Channel”)
and the entire of the main high frequency channel for the data
communication (we call this channel “Data Channel”). The
frequency separation between two channels is large enough to
assume that communications in them are independent.

Table I summarizes the properties of the signals in the
asynchronous system; the rest of configurations are the same as
synchronous system, except that two little simplifications can
be done: First, since the set of active CDMA codes are already
known by the CDMA receiver from reception of the broadcast
message in a lower data rate, the MIMO-CDMA receiver at
the T'r. Request Period in the data channel only needs to search
among the known signature set which makes it far simpler.
Second, because the control channel has small bandwidth,



transmitters can allocate enough power to the control messages
in order to make the communication range of the control
messages beyond the communication range of data channel.
Thus, less coding overhead is needed for the control message
transmission in the control channel.

l Message [ Channel [ CDMA coded [ Redundancy codes ]
Broadcast message Control Yes A little
Request Data Yes Yes
Grant Control Yes A little
Data Data No No
ACK Control No No

TABLE I

PROPERTIES OF DIFFERENT MESSAGES IN THE ASYNCHRONOUS SYSTEM.

B. Communication Establishment in Asynchronous mode

This section describes the sequence of events to establish
communication between nodes in more detail. Consider a node
which wants to receive data from its neighbors. As shown
in Figure 5, it first broadcasts its Broadcast message. Then,
for a fixed duration TR.Request, it monitors the channel. In
this period, called the Request Reception period, the node
receives request packets. If no requests are received during
the request reception period, the node restart the communica-
tion establishment process by determining whether it should
transmit or receive. Otherwise, if there are some requests, the
receiver node decides to grant a subset of the requests based on
the scheduling sublayer output. After the Request Reception
period, since some of the transmitter may have already started
transmission toward other receivers, the receiver nodes need to
transmit grant packets to the selected transmitter in the control
channel. After grant transmission, the receiver waits for data
transmissions and after reception of data, if data is received
correctly, it sends an ACK to each sender.

T T

TGrant

Tone ~ R:Request Trans R:ACK

n = i

LY LGy st
Fig. 5. Timing of operations required to receive a packet.

Now consider a node which wants to transmit data to its
neighbors. As shown in Figure 6, the node listens to the control
channel to find a suitable time for sending a request to the
neighbors who are ready to receive. The transmitter nodes
know that Tr.Request Seconds after the transmission of the
Broadcast Message by a particular node, it will no longer be
available for reception of a packet. Therefore, the transmitter
node waits until hearing the best destination (determined by
the scheduler); then during the Request Reception period of
the best destination, it transmits requests to other available
receivers. Just before the end of Request Reception period of
the best destination, it transmits a request message to the best

destination'. Note that nodes do not wait forever for a partic-
ular receiver; if after Tr.pequest + Trrans- seconds the par-
ticular node did not show up, the node starts communication
with the current available receivers and if there is no available
receiver, it restarts the communication establishment process.
After request transmission, the transmitter node monitors the
control channel to receive grants. At the end of grant reception
period, the node starts data transmission to all the granted
requests. After completion of the transmission, the transmitter
node should wait for T7. 40k to receive acknowledgments.
Tr.ack should be at most as long as TR.Request tO ensure
that all ACKs have enoough time to be received.

TWait TT:chucslTGram Trans

Fig. 6. Timing of operations required to transmit a packet to its next hop.

VII. PERFORMANCE EVALUATION

In this section we compare our scheduler against the optimal
scheduler, as well as against other schedulers, as we vary a
number of parameters like the network density, the number of
antenna elements per node, and the traffic load.

A. Simulation setup

We assume each node has a linear antenna array configura-
tion. Thus, the antenna elements are half-wavelength dipoles,
spaced uniformly by a quarter of wavelength from each other.
Nodes use an MMSE receiver to detect the incoming signals.
We assume that control messages like the ready-to-receive
broadcast message and the request-to-transmit message are
never dropped due to physical layer issues, whereas data
messages are dropped if they have an SINR less than a
threshold.

We present results from four type of network configurations:
random, grid, star, and clique configurations like the ones
shown in Figures 7, 12, 14, and 16, respectively. A random
configuration is constructed by randomly distributing nodes in
a 200 x 200 grid. If two nodes are closer that 50 distance
units apart, we setup a duplex flow between them. Each flow
injects packets with probability p at every timeslot. The SINR
threshold is set to 10dB. The grid configuration has ten flows
crossing the network as shown in the figure. All flows are
CBR flows with equal rates. The SINR threshold for successful
reception of a signal is set to 6dB.

B. Comparison with the optimal scheduler

1) Varying the node density: Figure 8 compares the perfor-
mance of our scheduling algorithm with the multiuser optimal
scheduler described in Section V-A, as well as the single
user optimal scheduler, which is the optimal scheduler when

Tn Section VII-G, we will show that nodes become almost aligned in time
after a while. Thus, the described process equals to transmission of request
messages to all available receivers.

2This time is almost equal to the slot length in the synchronous system.
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multiple packet reception and transmission is not possible. The
figure reports the average throughput and average delay where
the average is taken over all nodes/flows and over 10 runs
on different random topology instantiations. It is evident that
the throughput achieved by our scheme is within 60% of the
multiuser optimal scheduler and it is higher than that achieved
by the single user optimal scheduler. The lagging in terms of
delay is even smaller.
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Fig. 8. Performance of our system as node density increases. (a) Achieved
per node throughput. (b) Average end-to-end delay.

2) Varying the number of antenna elements: Figure 9 shows
the performance of our scheduling algorithm versus the opti-
mal multiuser and single user schedulers. In order to make the
comparison easier, in Figure 9a we have plotted the throughput
of our algorithm as a ratio of the throughput achieved by
the multiuser optimal scheduler. The figure shows that the
performance of our scheduler (with respect to throughput and
delay) is getting closer to that of the optimal as the number
of antennas increases. This is because as we increase the
number of antennas, the receivers’ resolution increases and
the transmitters’ beams become narrower with smaller side
lobes, thus the reception of multiple requests becomes more
independent, which effects the grant probabilities and the
quality of the matching. The reduction of interference as the
number of antenna elements increase is also evident by the fact
that almost all transmissions satisfy the SINR constraint, see
Figure 9c. Note that scaling the grant probabilities as discussed
in the previous section does improve the performance further,
but we choose not to report results which depend on fine tuning
of parameters.

3) Varying the traffic load: Figure 10 shows, as expected,
that in low traffic rates the performance of our algorithm is
very close to that of the optimal schedulers. This is because

low traffic rates decrease the possibility of having multiple
nodes with correlated signatures, or, put it differently, there is
no contention in the scheduler: all requests are granted, and
all grants are accepted, resulting in a scheduling decision very
similar to the optimal one.

C. Comparison with other schedulers

We have already seen that our system outperforms the
optimal single user scheduler, which is the best scheduler
utilizing beamforming but no multiple packet reception or
transmission.

Our system uses both multiple packet reception and trans-
mission. There are schemes which use only one of these
MIMO capabilities. As an example, we compare our scheme
against D-MUSIC [20] which uses only multiple packet re-
ception. We have run simulations in identical scenarios with
those presented in [20]. As expected, our scheme achieves
higher throughput. For example, in networks with average
node degree 4 and 8, our scheme our system achieves 2.5 and
1.77 times higher throughputs then D-MUSIC respectively.

We also compare our scheme against to somewhat naive
schemes which are often used for comparison in the literature.
The first is an all-grant scheme, where all requests are always
granted. The second is a random-grant scheme, where each
request is granted with some probability, which we set to 1/2.
Figure 1la compares the throughput of our scheme against
that of the all-grant and random-grant schemes. As expected,
reducing the interference improves the throughput, evident
from the fact that the random-grant scheme is better than
the all-grant one, but, as expected, doing so in an informed
manner further improves the performance since our scheme
is better than the random-grant one. Figure 11b shows the
average number of transmission required for a successful
transmission in the network. This result shows that a key
factor behind the superior scalability of our algorithm is its
interference reduction ability since the interference created per
transmission is almost constant as we increase the density of
the network. For example, the ~yj/v:, term in Equation (5)
decreases the transmission rate in high interference regions
and prevents further packet losses.

D. High throughput grid topology

We evaluate the performance of our scheme in a grid
configuration with multi-hop flows shown in Figure 12.

Figure 13a shows the throughput achieved by our scheme
as we increase the number of antenna elements. Note that 8
antenna elements are enough for the optimal to schedule all
flows concurrently and achieve a throughput equal to 5. (This
is because the only constraint in the transmission of packets
from 10 flows is that intermediate nodes cannot transmit
and receive at the same time.) With 8 antenna elements, our
scheme achieves a throughput that is very close to that of the
optimal. Interestingly, the large jumps in the throughput, for
example, when the number of antenna elements increases from
5 to 6, is due to the creation of an additional main load which
allows to send one more packet concurrently, and the smaller
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Fig. 12. The grid topology.

jumps are due to the reduction of the interference from side
lobes, which increases the SINR. In Figure 13b we have used
Jain’s Fairness index to evaluate the fairness of our system.
We can see that for a fixed traffic rate, fairness increases as
the number of antenna elements increases. This is due to the

fact that with more antenna elements there is less interference
and more capacity, and the network can schedule almost all
flows concurrently.
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Fig. 13. (a) Achieved throughput. (b) Fairness.

E. Star Topology

Figure 14 shows the Star topology. In this topology several
client nodes transmit packets toward a common node. This
topology can model several scenarios, including: the uplink
of base station mode in wireless local area networks, the
sink node in wireless sensor networks, and the wired network
connection node in wireless mesh networks. This scenario is
one of the configurations in which multiple packet reception
shows a significant gain over single packet reception systems.

In absence of any interferer other than the client nodes,
the optimal grant algorithm searches among all subsets with
cardinality smaller than M and finds the best subset. The
optimal downlink operation has recently attracted attention of



researchers [24], [36]. We test our system in this scenario to
assure that it achieves a high performance in this scenario, too.

Fig. 14. The Star topology.

In our simulation, there are 21 clients; CBR flows are
injecting one packet every three timeslots and the SINR
reception threshold is set to 10dB. As Figure 15 shows, our
scheme achieves a reasonable performance, compared to the
optimal scheduler.
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Fig. 15. (a) Achieved throughput. (b) Average number of transmission
attempts per a successful transmission.

F. Clique Topology

The Clique topology is shown in Figure 16. While the
Clique topology can model configurations like MANET, it can
be also considered as a building block of bigger networks in
which multiple packet transmission and reception can result
in significant throughput gains. In this topology there are ten
duplex flows with the equal CBR rates and the reception
SINR criteria is 10dB. Figure 17 compares the performance
of our scheme with the optimum scheduler in the Clique
configuration.

G. The asynchronous mode

We present results from the clique topology shown in Figure
16.

Figure 18 shows the number of packets delivered per node
in each Tryqns + TR:Request- It shows that the throughput is
almost independent of the length of the request reception time
(T'R: Request)- Analysis of the trace shows that this is because
the communication establishment mechanism aligns nodes in
time and creates an effective multiple packet transmission and
reception.

This alignment mechanism is due to the Broadcast Message
transmission process in the receivers and the waiting process
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Fig. 16.

The clique configuration.
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Fig. 17.  Number of packets delivered in a timeslot in the Clique topology.

in the transmitters. If a receiver node is not aligned with
the transmitters, it will not receive any request; thus it will
extend it request reception period to receive at least one
request, which makes the node aligned with the transmitter.
The transmitters also wait until hearing a Broadcast Message
which further helps the nodes to be aligned with the receivers.
Successive operations of these two processes makes the nodes
aligned, eventually.
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Fig. 18. Number of packets delivered per unit time per node. Unit time is
defined to be TR.Request + TTrans-

Figure 19 shows the throughput per node achieved in our
network configuration. Since the length of T'r. geguest does not
influence the number of delivered packets, it is better to keep
it as short as possible to decrease the overhead in the network.

Finally, Figure 20 shows the throughput of the asynchronous
system as a ratio of the throughput achieved by the syn-
chronous system. The figure confirms that with Tr. request =
0.01, the asynchronous system is within 60% of the perfor-
mance of the synchronous system. This is made possible by the
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alignment property of our system which increases the chances
of multiple packet transmission and reception.
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Fig. 20.  Throughput of the asynchronous system as a fraction of the
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VIII. DISCUSSION

Exchange of queue differential information: Our sched-
uler uses queue differential information to make decisions. We
have not yet discussed how this information is shared among
nodes. First, all potential receivers should send the size of
their ;)er destination queue for all destinations d they serve,

n(i,d . . .

dy , to the corresponding upstream potential transmitter
node . This way node ¢ can compute the queue differential
w’. (Note that in practice the number of such destinations
is expected to be small.) Then, assuming all nodes 7 have
computed w’’s, all nodes should send their average queue
differential value, w?, to all one hop neighbors to decide
whether they will transmit or receive (Section V-B), and
transmitters should send the maximum queue differential along
link i — j, w%, to receivers to compute 0¢;; (Equation (7)).
There are two approaches to do the above. The first uses two
additional control messages to do so, sent omni-directionally
using CDMA techniques exactly the same way the broadcast
ready-to-receive message is sent. This is what we assumed in
our simulations. To avoid this overhead, another approach is
to insert this information into broadcast and request messages
which are transmitted anyway. The downside in this case is
that the information will be outdated, since nodes will make
decisions at the beginning of the current time slot based on
information exchanged at the previous time slot. We leave
as future work to investigate which approach yields a better
accuracy-versus-overhead tradeoff.
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IX. CONCLUSIONS AND FUTURE WORK

In this paper we designed a distributed, scalable, high per-
formance MAC mechanism for MU-MIMO wireless networks.
The mechanism is implemented in two layers, the first deals
with MIMO specific issues, and the second proposes a dis-
tributed scheduler to efficiently schedule concurrent multiple
packet transmissions and receptions.

For future work we plan to investigate further improvements
to our scheduler, attempt to analytically bound the perfor-
mance of the system as compared to the optimal performance,
and implement our system in a testbed to test our design
choices under real-world conditions.
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