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Abstract—In this paper, we propose an efficient method for incorporating the knowledge of global 

(worst case of on-die, across die, across wafers, and across wafer lots) and local (worst case on-die) process 

variations into a systematic framework for identifying delay marginalities in a design during first-silicon 

validation. With the goal of significantly reducing the number of vectors required for validation, we 

propose an approach for segmenting the normal process variation envelope into sub-envelopes, where each 

sub-envelope is guaranteed to capture worst-case local variations, and where all sub-envelopes collectively 

capture the worst-case global variations. We then use our recent approach for generating multiple vectors 

(vector-spaces) [15] in a segment-by-segment manner to guarantee the invocation of the worst-case delay 

of the chips in the first-silicon batch. We present extensive experimental results to demonstrate the 

effectiveness of our approach, especially in the context of increasing process variations. 

Keywords: delay marginalities, first silicon validation, local and global process variations, and 

segmentation of process variation envelope. 
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I. INTRODUCTION 

 The development of a new digital chip starts with its specifications, which describe the desired 

functionality and key parameters, such as performance and power (see Figure 1). A multi-step design 

process produces a detailed design in the form of a gate/transistor-level netlist and a layout. In most existing 

flows for custom or semi-custom design, the quality of chips shipped to customers is ensured via a sequence 

of three processes, namely pre-silicon verification of a chip‘s design, post-silicon validation of the 

first-silicon for the design and testing of each fabricated copy when the design is fabricated in high 

volume[1]. Any misbehavior identified during validation that is deemed likely to cause a significant 

fraction of fabricated chips to fail (and hence threaten the chip‘s economic viability) is addressed via 

redesign. Each such redesign is commonly referred to as a new silicon spin. Such redesign is expensive and 

time-consuming, since it requires diagnosis to identify the root cause, redesign, creation of a new set of 

masks, and re-fabrication. When validation is eventually successful, the corresponding set of masks is used 

to manufacture chips in high volume. 

 

Figure 1: A typical design flow. (Solid arrows show flow of design information, while dashed arrows indicated 

re-design/go-ahead signals.)  
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Despite advances in design and verification, it is becoming increasingly common for many chip designs 

to undergo multiple silicon spins. This is the case not only for high-performance custom and semi-custom 

chips but also for application-specific integrated circuits (ASICs), which are typically much less complex 

and much less aggressive in terms of area efficiency and performance. For example, as reported in[2][3], 

Collett International Research reports that 37% of ASICs require a second spin while 24% of ASICs require 

more than two spins (see Figure 2). Similar data from Numetrics Management Systems, Inc. has been 

presented in [4]. The fact that multiple silicon spins are required [4] implies that it is becoming increasingly 

common for many causes of serious circuit misbehavior that can cause significant reduction in yield to be 

first discovered during validation, in particular marginalities, are gaining importance. As the fabrication 

process pushed to its limits, marginalities (defined in Section II) will continue to grow in importance for the 

foreseeable future, rendering existing validation approaches inadequate. Hence the primary emphasis of our 

systematic framework is on the development of a high quality validation methodology that is guaranteed to 

detect all possible serious causes of circuit misbehavior (delay marginality being the one addressed here) 

which threaten a chip‘s economic viability. 

 

Figure 2: Most ASICs require multiple silicon spins. (Source: Collett International Research cited in [2][3]). 

For historical reasons, existing validation approaches largely target design errors missed by verification. 

In particular, existing validation approaches use functional, pseudo-random, and biased random vectors as 

well as verification test-benches [5][6]. Most approaches do not quantify the quality of vectors. Few 
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approaches that do quantify do not consider marginalities but use logic- and higher-level metrics adopted 

from software testing [7] and high-level verification [6], such as HDL statement/block coverage. 

Furthermore, none of the existing approaches generate vectors with the objective of invoking worst-case 

severities for low-level effects that are behind marginalities.  

Delay marginality is one such effect which eventually leads to slow ICs. Path delay test (PDT) has 

traditionally been believed to be superior in finding slow paths and considered to be more useful for speed 

binning and performance characterization. However, recent silicon studies reported by nVidia [8], 

Freescale [9] and Sun [10] have shown that existing path delay testing approaches generate vectors that fail 

to invoke the worst-case delays in first-silicon. Existing approaches for generating vectors for testing for 

other low-level effects, such as capacitive crosstalk and ground bounce [11][12], use nominal values for 

parameters and parasitics. This makes the generated vectors non-resilient, i.e., unreliable for any fabricated 

copy of the chip, and hence unsuitable for validation. 

Because of increased complexity of semiconductor manufacturing process and the atomic scale control 

required to fabricate modern transistors and interconnects, it is becoming increasingly difficult to control 

values of parameters [20]. Hence process variations are becoming an increasing concern for both analog 

and digital designers [13] (Figure 3 shows the delay variability on various implementations of 16 bit adders 

on 90 nm technology node from [24]). 

ITRS [14] shows and predicts that the amount of variations in key parameters increases as the minimum 

dimensions shrink, making it imperative to develop a validation approach that is resilient, i.e., one that will 

not be invalidated by increasing process variations. The fact that the increase in importance of marginalities 

– aggravated by process variations, will continue unabated for the last years of CMOS scaling is also clearly 

evident from the amount of research effort devoted to related concerns (e.g., see the Proceedings of IEDM 

for any recent year). The importance of our approach will increase even more dramatically when new 

technologies start replacing or supplementing CMOS. While the technologies that might eventually replace 

or supplement CMOS are still in their infancy, it is already clear that each will be plagued by 

corresponding low-level effects and process variations to an even greater extent. For example, in some 
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technologies, reliable circuit operation can be obtained only when the functional circuit is supplemented by 

redundant circuitry whose total size is many times the size of the functional circuit (e.g., see [21]). 

 

Figure 3: Normalized delay variability for 16-bit adders [24] 

In [15] we presented a systematic approach to generate a set of multiple vectors, called test 

vector-spaces, for high quality post silicon delay marginality validation of high performance designs. In 

particular, our approach guarantees invocation of the worst-case delay of the chips in first silicon batch. 

However, we show (in Section IV) that the number of vectors generated by this approach increases 

dramatically with increase in process variations. In this paper we develop a new approach to incorporate the 

knowledge of global and local variations into this methodology with the goal of significantly reducing the 
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cost of first-silicon validation. While we focus on validation for delay marginalities in this paper, the 

proposed approach is useful for resilient validation of any other type of marginality.  

This paper is organized as follows. In Sections II and III we present the necessary background and the 

previous works respectively. In Section IV, the motivation and importance of our new approach is 

presented. In Section V, our overall approach for segmentation of process variation envelope is presented. 

The experimental setup and results are described in Section VI. Finally, conclusions are presented in 

Section VII. 

II. BACKGROUND 

A. Factors affecting chip behavior 

A chip may have erroneous behavior due to (i) design errors, (ii) marginalities, and (iii) defects. A design 

error is a logic error or a gross delay problem in a design that causes an unacceptable deviation from desired 

functionality or a catastrophic reduction in yield. A marginality is any aspect of a design that makes it 

probable that a significant fraction of fabricated chips will have erroneous behavior, even in the absence of 

defects and even when the variations in the fabrication process (process variations) are within the 

normally expected levels, i.e., even when there is no abnormal process drift. Low-level effects, such as, 

delay variations, inadequate noise margins, excessive leakage currents, charge sharing, ground bounce, 

crosstalk, and inherently stochastic behavior, are root causes of marginalities. The severity of each such 

effect depends on the values of circuit parameters and parasitics and may be aggravated by process 

variations. Finally, fabrication defects, including abnormally high process variations, may cause some 

chips to have erroneous behavior. 

B. Timing uncertainty and delay variations 

The uncertainty of timing estimate of a design can be classified into three catagories [23] (see Figure 4): 

1. Modeling and analysis errors – inaccuracy of device models, in extraction and reduction of 

interconnect parasitics, and in timing analysis algorithms. 
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2. Manufacturing variations–uncertainty in parameters of fabricated devices and interconnects 

from die to die and within a particular die. 

3. Operating context variations–uncertainty in the operating environment of a particular device 

during its lifetime, such as temperature, operating voltage, mode of operation and life-time 

wearout. 

 
Figure 4: Steps in design process and their effect on timing uncertainties [23] 

In this paper we focus primarily on the timing uncertainty due to process variations, specifically delay 

marginality which is an important variation induced timing bug that contributes to a significant fraction of 

circuit bugs detected by validation. As shown in Figure 5, parameter variations lead to electrical variations 

which in turn lead to delay variations (delay marginality). 

 
Figure 5: Parameter variations causing delay variations [23] 

C. The taxonomy of process variations 

The main sources of process variations (variability) in current general-purpose CMOS processes are [16]: 

1. Random dopant fluctuation (RDF) – The fluctuation of the number of dopant atoms leads to 

variation of observed threshold voltage Vth for the transistor. RDF is regarded as the major source 

of device variation in DSM technology node. 
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2. Line edge roughness (LER) – It is the local variation of the edge of polysilicon gate along its 

width. The causes of increased LER include the incoming photon count variation during 

exposure and the contrast of arial image, as well as the absorption rate, chemical reactivity, and 

the molecular composition or resist. 

3. Oxide thickness variation (OTV) – In DSM technology node, the thickness of oxide layer is 

countable number of atomic-level roughness of oxide-silicon interface layer which is becoming 

increasingly difficult to control. This leads to increasing variation in device parameters like 

mobility and threshold voltage. 

 
Figure 6: General taxonomy of variation 

Process variations is also referred to as variability. The variability can be mainly categorized as per the 

terminology used in [16] as follows (see Figure 6). 

 Systematic process variation – the behaviour of these physical parameter variations have been 

well-understood and can be predicted apriori, by analyzing the layout of the design. The 

examples are variations due to optical proximity, CMP and metal fill etc. 

 Non systematic process variation – these have uncertain or random behaviour and arise from 

processes that are orthogonal to design implementation. The examples are the primary 

contributor to process variations RDF, LER, OTV. 
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 Environmental variation – includes power supply voltage and temperature variations. 

It is common practice in design flow to model systematic variations deterministically (in the advanced 

state of design after gaining more information) and to model the non-systematic variations statistically. 

Depending on the spatial scale of variations, process variations can be further classified. 

1. Global  variation (on-die as well as inter-die, inlcuding die from different wafers and different 

wafer lots)–The die-to-die variations result in shift in the process from reticle to reticle, wafer to 

wafer, and lot to lot. For example, gate length variation of all the devices on the same chip being 

larger or smaller than the nominal value. 

2. Local variation (within-die or intra-die) – Variations affect each device within a die differently. 

For example, some devices on a die have smaller gate lengths whereas other devices on the same 

die have a larger gate lengths. Clearly local variations are lower than global variations, since the 

former is subsumed by the latter. 

The within-die variations can be further classified as: 

1. Spatially correlated variations–The kind of within-die variations which exhibit similar 

characteristic for devices in small neighborhood in the die than those are placed far apart. 

2. Random or independent variation – The kid of within-die variations which is statistically 

independent from other device variations. Examples are RDF and LER.  

 
Figure 7: Categorization of device variation [24] 
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The table in Figure 7 [24] shows the industry specific categorization of device variability for 65nm. Here, 

variations are separated into rows according to spatial domain: those that involve chip mean (global), those 

that vary within the chip (local) but have local or chip-to-chip correlation, and those that vary randomly 

from device to device (local). The columns identify variations arising from the process used to make the 

device, or originating from device behavior changes over time. Such a categorization of variability is useful 

as it separates issues requiring different statistical treatments in anticipating their circuit impacts. 

D. Terminology and definitions 

In this paper, combinational circuits comprised of primitive gates are considered. We start by presenting 

the basic terminology and definitions [17]. 

Logic value system: Throughout this paper we deal with sequences of two vectors, even though for 

simplicity we often refer to them as vectors.  

Hence we denote logic values at a line by using a subset of {CF, CR, S0, S1, TF, TR, H0, H1}, where CF 

stands for clean falling (no hazard), S0 stands for static 0 (no hazard), TF stands for transition to value 0 

(dynamic hazards possible), and H0 stands for hazardous 0 (static hazards possible). CR, S1, TR, and H1 

are similar. 

Controlling value (CV): The controlling value of a multi–input gate is the logic value which when 

applied to any one of the gate‘s inputs, uniquely determines its output value. NCV represents the gate‘s non 

controlling value. 

 The to-controlling transition at an input of a multi-input gate is a transition from logic value NCV to CV. 

To-non controlling transition is similarly defined. 

Logical path (P): A logical path (P) is a sequence of lines along a circuit path L1 (a primary input), L2, …, 

and Ln (a primary output) and a set of signal transitions Tr1, Tr2, …, and Trn, where Tr {R, F}, such that Tri 

represents the signal transition at Li. 
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III. PREVIOUS WORK 

A. Work on variability 

Increasing importance of variability on delay and power consumption in CMOS circuits is addressed 

comprehensively in [24]. Statistical approaches [25] have evolved over time to effectively analyze 

variability and associated effects. Considerable amount of existing and ongoing research addresses design 

specific traits such as variability aware design [26], statistical timing analysis [23], statistical cell 

characterization [27], statistical leakage prediction [28], statistical path selection [29] and even variability 

aware subthreshold/near-threshold design [30]. Recently, researchers such as [31][32][15]  have started 

addressing test specific traits such as variability-aware fault modeling, delay testing and delay validation 

respectively. Works such as [33][34] present pre-silicon variation models where the spatially correlated 

component of within-die variations are addressed using grid-based models. [35] Presents an active learning 

framework for post-silicon variation modeling and [36] shows how PDF (Probability Distribution 

Function) for total variation can be arrived at by using weighted sum of local variation PDFs at discrete 

points on global variation PDF. Hence considerable amount of work has been done on design domain 

[36][37][23], to incorporate knowledge of global and local process variations but similar efforts on the 

testing domain haven‘t been made till now. To the best of our knowledge, ours is the first approach that 

evaluates the effectiveness of incorporating global and local variation specific information in a delay testing 

and validation framework. 

B. Recent silicon studies 

We have already reviewed shortcomings of the existing approaches in Section I and since we were 

primarily interested in the validation of high performance circuits, in [15] we summarize several silicon 

experiments from industry [8][9][10] to understand the limitations of the path delay testing when used to 

characterize the timing behavior of logic circuits. One common observation from the results of [8][9][10] is 

that, contrary to widespread expectations, the PDTs invoke lesser delay than functional tests, since the 

actual critical paths in silicon are different from the paths identified by STA. 
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The following four reasons are evident from [8][9][10] for this anomaly viz-a-viz expectations:  

 Inaccurate and non resilient delay models.  

 Incorrect path selection approaches  

 Wrong path sensitization conditions 

 Use of statically sensitized robust PDTs that do not guarantee invocation of the worst-case delay 

for a target path.  

 Besides these, other reasons such as test application differences, pre silicon – post silicon netlist 

mismatches and many more also contribute to the observed anomaly.  

Though our work primarily deals with marginalities (aggravated by process variations) and not faults, a 

systematic and deterministic PDT approach, where the shortcomings of the general approach are removed 

will be a suitable candidate for our framework. 

C. Our recent framework for detecting delay marginalities  

 

Figure 8: An overview of our 6-phase approach 

Phase 0: Path selection 

Given a value of TTout (= TC – (Δ ± ρ)), identify timing sensitive (target) paths (TPs).  

Phase 1: Cone exhaustive 

For each TP identified in phase 0, mark the fan in cone.  

Phase 2: EFS 

Apply enhanced functional sensitization conditions to the TP and eliminate the TP if the 

conditions cannot be satisfied after implications 

Phase 3: MDS 

Apply maximum delay sensitization conditions to the TP and eliminate the TP if the 

conditions cannot be satisfied after implications; otherwise, arrive at the ―mother‖ test 

vector-space for the TP.  

Phase 4: SIR 

Refine each side input based on the partial ordered graphs and arrive at a set of non 

inferior vector sub-space for the TP. 

Phase 5: TBP 

Perform timing based pruning to identify primary inputs where values to be enumerated 

to arrive at the number of fully specified patterns. 
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In [15] we presented a new six phase systematic approach (Figure8) for identifying a set of multiple 

vectors (MV) known as a test vector-space guaranteed to resiliently detect the target path with no 

pessimism, even if loose bounding approximation models are used to derive or analyze vectors.  

The overall approach has four main components: 

1. Resilient delay model 

Our approach uses a resilient delay model, i.e., a delay model that will not be invalidated by 

inaccuracies and variations as it captures the inaccuracies and variations in delay parameters using 

bounding approximations. The delay model proposed in [17] only uses qualitative information such as the 

causality property along with provable properties of underlying physics, such as the effects of 

near-simultaneous transitions at multiple inputs of a gate, and hence is a suitable candidate for our 

framework. But a single curve as proposed in [17] cannot capture all inaccuracies and variations, we need 

an envelope comprising of two curves – one upper bound and one lower bound – to bound all inaccuracies 

and effects of process variations [18].The inaccuracies and variations in these delay parameters can be 

captured using bounding approximations where the inaccuracies at each circuit line are bounded by ±ρ%, 

where ρ captures inaccuracies in circuit parameters [19] such as Vth, Leff, tox, and so on. Our approach 

expresses variability in terms of the parameters of the devices in the gates. Using the value of device 

variability from the given industry standard 65nm library, we perform Monte Carlo simulations to obtain 

the two envelopes to bound the gate delay as illustrated in delay curves of Figure10(a), Figure10(b) (details 

can be found in [18]). 

2. Path selection 

We use a path selection approach that uses our resilient delay model to identify a set of paths that is 

guaranteed to include all paths that may potentially cause a timing error if the accumulated values of 

additional delays along circuit paths is upper bounded by a desired limit [22]. 

3. Timing and logic conditions for guaranteed invocation of worst-case delay of a target path 

In [15] we arrived at the necessary timing and logic conditions (MDS conditions – see Table 1) that will 

guarantee invocation of worst case delay at each gate along a target path. In contrast to robust conditions 
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[8], our approach starts with the set of all possible values and eliminates only those cases that can be proven 

as being unable to invoke the worst-case delay under any circumstance. 

Table 1: MDS conditions for a to-non-controlling transition at on path input of a 2-input NAND gate 

Timing Case Logic Conditions 

1. Y before X and not near simultaneous {CR, TR, S1, H1} 

2. Y before X and near simultaneous but no overlap {CR, TR, S1, H1} 

3. Y overlaps X {CR, TR, S1, H1} 

4. Y after X and near simultaneous but no overlap {CR, TR, S1, H1} 

5. Y after and not near simultaneous { S1, H1} 

4. Selective enumeration 

Using partial ordering (based on the worst case delay invoked) [15] among the logic conditions for 

sensitization, we develop an innovative search algorithm to arrive at a set of multiple vectors that will 

resiliently invoke maximum delay of the target path.Figure9shows the partial ordered graphs for timing 

case 1 and 2 shown in Table 1.  

 
Figure 9: Partial ordered graph for all side input values for timing case 1 and timing case 4 

Using the partial ordered graphs we refine the logic values at side inputs to arrive at a set of multiple 

vectors, termed as a test vector-space, guaranteed to resiliently detect the target path. A test vector-space is 

a partially-specified vector where designated partially-specified values are expanded into all possible 

combinations and every one of them will be applied during validation. For example, if the first two 

partially-specified values in xxd10 are designated as ‗x‘ for expansion while the third is designated as ‗d‘ 

for don‘t care, then our validation vector set comprises of  the following four partially-specified vectors: 

00d10, 01d10, 10d10, and 11d10, where d is don‘t care and can be replaced by either 0 or 1.  

We eliminate only provably inferior (low delay invoking) vectors in our approach and hence our test 

vector-spaces comprise of sets of non inferior vectors that are collectively guaranteed to resiliently detect a 

{S1, CR, H1, TR} 

1 

{H1} {TR} {CR} 

   {S1} 
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target. Our all inclusive approach selects all non inferior vector sub-spaces as suitable candidate for 

validation. The search starts by enumerating the values at each side input and reducing them to either a 

single value or a single equivalent set. At the leaf node of our search tree, it deals with the elimination of 

inferior vector sub-spaces and storage of non inferior vector-spaces.  

 

IV. PREVIOUS WORK 

A. Work on variability 

Increasing importance of variability on delay and power consumption in CMOS circuits is addressed 

comprehensively in [24]. Statistical approaches [25] have evolved over time to effectively analyze 

variability and associated effects. Considerable amount of existing and ongoing research addresses design 

specific traits such as variability aware design [26], statistical timing analysis [23], statistical cell 

characterization [27], statistical leakage prediction [28], statistical path selection [29] and even variability 

aware sub-threshold/near-threshold design [30]. Recently, researchers such as [31][32][15]  have started 

addressing test specific traits such as variability-aware fault modeling, delay testing and delay validation 

respectively. Works such as [33][34] present pre-silicon variation models where the spatially correlated 

component of within-die variations are addressed using grid-based models. [35] Presents an active learning 

framework for post-silicon variation modeling and [36] shows how PDF (Probability Distribution 

Function) for total variation can be arrived at by using weighted sum of local variation PDFs at discrete 

points on global variation PDF. Hence considerable amount of work has been done on design domain 

[36][37][23], to incorporate knowledge of global and local process variations but similar efforts on the 

testing domain haven‘t been made till now. To the best of our knowledge, ours is the first approach that 

evaluates the effectiveness of incorporating global and local variation specific information in a delay testing 

and validation framework. 

V. MOTIVATION 

This paper is motivated by the clear trend that, marginalities constitute an increasing proportion of 

misbehavior first discovered during validation. This increase in importance of marginalities is caused by 
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low-level effects and is aggravated by process variations. Going along these lines we decided to 

incorporate the effect of process variations on our validation approach [15] for 65nm technology node. In 

our experiments on the ISCAS89 benchmark c17 (17 lines and five primary inputs) we consider local 

variability as well as full global variability. For each level of variations, we select the top 10% delay paths 

(∆ = 0.1) to generate the validation vector-space using our recent approach [15] outlined above.  

           

Figure 10(a): Validation vector generation for c17 for local variability 

Figure 10(a) shows the value at each circuit line at the end of our approach for generating test vector 

spaces for validation [15] for the logical path {R3, R7, F9, F10, R12, R13, F16} as well as the resilient delay 

model curves for local variability. The number of vectors generated is 1*1*1*1 = 1. Figure 10(b) shows the 

same information for the same path for the case for full global variability. In this case, the number of vectors 

increases to 2*2*1*2 = 8. While the increase in number of vectors for a path is small (from 1to 8) for a small 

circuit like c17, we also explored the effect of increasing levels of variations for slightly larger circuits (the 

increase in number of vectors required for a single top critical path in ISCAS89 benchmark s1196 is 

reported as 3,478).  

 

Figure 10(b): Validation vector generation for c17 for full global variability 
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Table 2 shows the effect of variations on paths selected and vectors generated for several of medium sized 

ISCAS89 benchmarks (∆ = 0.1). It should be noted that the results in Table 2 corresponds to the number of 

paths selected and the number of vectors generated after we have finished justification procedure [15] 

where certain paths are aborted because of the provided backtrack limit. 

Table 2: Effect of variations on paths selected and the number of validation vectors  

 

Paths selected Vectors generated 

Nominal 
Local 

variations  

Full global 

variations 
Nominal 

Local 

variations  

Full global 

variations 

s298 9 13 20 9 22 154 

s444 1 7 22 1 7 22 

s953 7 17 38 18 162 3,422 

s713 3 12 47 6.5 x 10
4
 1.43 x 10

5
 1.73 x 10

7
 

s1196 12 26 52 44 1,622 16,542 

 

It is evident from Table 2 that as the levels of variations increase from local variations to global variations, 

the number of paths that must be targeted as well as the number of vectors generated for validation of each 

target path increase dramatically. This empirical observation prompted us to identify key properties 

pertaining to the effects of increasing levels of variations on various steps of our approach for generating 

validation vectors. Since our approach uses a resilient delay model [18] whose envelopes encapsulate all the 

points of variability on the basic delay model proposed in [17], we identified its following key properties: 

 As variations increase (super-set), the envelopes expand and subsume all the points in the 

envelopes for lower levels (sub-set) of variations. Thus the envelopes of full global variability 

subsumes the envelopes of local variability. 

 With increase in variations (super-set), the timing ranges (calculated by our ETA [22]) at each 

circuit line are a super-set of those for lower levels of variations (sub-set). 

 As the threshold (Δ) increases, the number of paths identified as targets for validation increases.  

 With increase in variations, the number of paths in the target set that are functionally sensitizable 

(FS) and maximum delay sensitized (MDS) increases. 

 With the increase in variations, the size of the mother vector-space [15] (obtained after MDS, but 

before SIR) either expands or remains constant. 
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 With the increase in variations, the test vector-spaces expand and hence so do the total number of 

vectors needed for validation of the complete circuit. In particular, with higher variations, our 

timing conditions call for more side input refinement. Subsequent implications call for enumeration 

at additional circuit lines, compared to lower variations. The search space for the non-inferior test 

vector-spaces expands as the set of logic conditions provide more values to be enumerated. 

As evident from Table 2 and the properties identified above, as the variation grows, the number of 

testable paths identified grows and so does the number of vectors in the validation vector-space for each 

testable path. Hence, it is imperative to develop an approach to reduce the number of vectors required for 

validation of marginalities, without compromising its resilience. 

VI. PROPOSED APPROACH  

A. Global vs. local variations 

As mentioned earlier, global variations equally affect parameters of all devices on a particular chip. On 

the other hand, local variations affect differently the parameters of each individual device on a chip. Further 

local systematic variations affect devices differently depending on whether these devices are placed near or 

far away from each other [38]. In [39][40] it is shown that the size of biggest combinational logic block in 

industry standard 65nm technology is within the area of 100μm x 100μm (considered to be dominated by 

the local nearby component of local variations). Thus for our proposed approach (focusing only on the 

combinational part of logic blocks) we assume local variations to be comprised of local nearby variations 

only. In the rest of the paper global variations will be referred to as global variability and local variations 

will be referred to as local variability. 

From the previous section it is evident that as the variability increase from local to global, the number of 

vectors in the validation test set increases. So we propose an approach to segment and quantize the global 

variability envelope, based on the information regarding local variability. Our approach is based on the 

assumption that ring-oscillator based test structures or process monitors such as [41][42] to estimate the 

global process shift on delay values are generally present on most of the fabricated chips. 



 

19 

 

 

B. Segmentation of the variations envelope – The divide and conquer approach. 

Full global variability comprises of two components namely global variability only and local variability 

only as shown in the left hand side of Figure 11 (Here we assume that all components of variability can be 

approximated as normal distribution for reasons explained later ).  

 
Figure 11: Uniform segmentation of full global variability envelope (single parameter). 

We propose to arrive at the full global variability using a segmented approach where the global 

variability only component (μG, σG) is segmented into many segmented envelopes and the full global 

variability (μG+L, σG+L) can be arrived at by weighted/non-weighted sum of contributions from the 

segmented envelopes (similar to the concept of weighted sum at discrete points in [36]). 

Based on the sizes of individual segments, the segmented approach can be classified as: 

 Uniform segmentation – segmented sections are of uniform width - kσ (e.g., Figure 11 shows 

uniform segmentation with three segments of width 2 sigma (σ) each. 

 Non-uniform segmentation – segmented sections are of varying widths – k1σ, k2σ, … (e.g., 

Figure 12 shows non-uniform segmentation with four segments, where the central segment is of 

width σ, and the segments at the extremes are of width 2.5σ each. We propose to segment at 

higher granularity at center as the concentration of chips will be much more near the center than 

at the extremes. 
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Note that the weighting is done as per the area under the curve (probability of occurrence of the nominal 

operating point of the fabricated chip within the segmentized interval). 

 

Figure 12: Non-uniform segmentation of full global variability envelope (single parameter). 

As mentioned earlier, our approach expresses variability in terms of the parameters of the devices in the 

gates. Transistor threshold voltage (Vth) is the most dominant contributor to device variability for the 

transistors used in today‘s CMOS gates [19][24] and can be considered as a basis for segmentation. From 

Section IV, it is evident that as the global variations increase, the number of vectors in the validation test set 

increases. So we propose an approach to segment and quantize the full global variation envelope, based on 

the information regarding local variations. A uniform three-way and non-uniform three-way segmentation 

can be performed on the single device parameter Vth as shown in Figure 11 and Figure 12 respectively. 

Later we will show the benefits of segmentation on ISCAS benchmarks which is evident from the fact that 

even for a small benchmark such as c17, the one parameter (Vth) three-way segmentation based adaptive (to 

be explained next) approach can reduce the validation vector set by as much as 5X (15 to 3).  
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Figure 13: Uniform segmentation of full global variability envelope (two parameters – Vth and Leff). 

Ideally, all possible sub-envelopes within global variability envelope must be considered. But, since there 

are an infinite number of such sub-envelopes, we need to simplify test development (smaller path- and 

vector-sets for validation) by quantizing the nominal operating points for which we consider a 

sub-envelope. We consider the nominal operating points to be at the extremities of each sub-envelope. 

Hence for the case in Figure 11, the nominal operating points will be shifted corresponding to global 

variability component at -3σ, -σ, +σ and +3σ. 

Based on the number of parameters considered during segmentation, the segmented approach can be 

classified as: 

 One parameter segmentation ( segment along Vth) 

 Two parameter segmentation ( segment along Vth as well as Leff) 

Figure 13 shows the 3 way (uniform) segmentation for the two dominant delay variability parameters – 

Vth (horizontal) and Leff (vertical). Note that the two probability distribution functions (green) in Figure 13 

are corresponding to Vth and Leff; respectively, and the horizontal and vertical axes of the square represent 

the spread of full global variability for Vth and Leff; respectively.  Consider the full global variability 

envelope (left) of {(-3σ, +3σ) for Vth and (-3σ, +3σ) for Leff} being represented as a set of 36 small 

rectangles, namely, 1A to 6F in Figure 13.A set of 4 small rectangles, e.g., 3C to 4D in Figure 13 (right) 
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represent a global variability sub-envelope of size 2σ*2σ{(-σ, +σ) for Vth and (-σ, +σ) for Leff}. Note that 

3-way segmentation in two parameters will correspond to 3*3 = 9 sub-envelopes (from 1A-2B to 5E-6F), 

similarly for n parameters there will be 3
n 
sub-envelopes covering the n-dimensional full global variability 

surface. 

 

Figure 14: Non-uniform segmentation of full global variability envelope (two parameters – Vth and Leff). 

Figure 14 shows the 3 way (non-uniform) segmentation for the two parameters – Vth (horizontal) and Leff 

(vertical). We have 9 sub-envelopes of varying sizes (four of size 6.25σ
2
, four of size 1.25σ

2
, and one of size 

σ
2
 as shown in Figure 14) for such cases.  

 
Figure15: Illustration of sub-envelopes of different sizes (single parameter uniform segmentation) 

 



 

23 

 

 

Also based on the number of segments generated, the uniform segmented approach can be classified as 

either 3-way segmentation or 6-way segmentation (Figure 15). Similar classification for non-uniform 

segmentation is shown in Figure 16. 

Each of the 9 squares (1A-2B to 5E-6F) in Figure 16 (a) represent a variability sub-envelope of size 

2σ*2σ {for example sub-envelope 3C-4D corresponds to (-σ, +σ) for Vth and (-σ, +σ) for Leff} for 3-way 

segmentation whereas each of the 36 squares (1A-1A to 6F-6F) in Figure 16(b) represents a sub-envelope 

of size σ*σ {for example sub-envelope 4D-4D corresponds to (0, +σ) for Vth and (0, +σ) for Leff} for 6-way 

segmentation .  

 
Figure16: Illustration of sub-envelopes of different sizes (two parameters– uniform segmentation) 

Figure 17 shows non-uniform segmentation on one parameter at higher granularities, where the whole 

global variability envelope is divided into 6 sub-envelopes. Along the same lines 6-way non-uniform 

segmentation with two parameters will lead to 36 sub-envelopes of varying sizes.  

 

Figure17: Illustration of sub-envelopes of different sizes (single parameter non-uniform segmentation) 
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Segmentation can be done at more granular level but this will increase the complexity of all the parts of 

our framework from preprocessing step of characterization of resilient delay model to the final step of 

generating vectors. Also, with the increase in number of variability parameters considered the complexity 

exponentially grows. Later in the section of Experimental results we will show that segmentation at this 

granularity gives us about 10X reduction in validation vector volume without any explosive increase in 

complexity of our framework. 

C. Segmentation of the variations envelope – usage of sub-envelopes during characterization, path 

selection, timing analysis and vector generation 

 

Figure 18: Uniform segmentation of full global variability envelope including full local variability 

 (two parameters – Vth and Leff). 

The full global variability envelope shown in Figure 13 and Figure 14 is incomplete; it shows only how 

the global variability envelope is segmented. The actual full global variability envelope will be arrived at by 

superimposing the full local variability envelope at the quantized points (which are the extremities of the 

segmented global variability envelope) corresponding to each sub-envelope. Such an arrangement for 

3-way segmentation (uniform) corresponding to Figure 13 is shown in Figure 18. The complete full global 

variability envelope is given by the large rectangle on the left side; the nine sub-envelopes are given by the 
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overlapping rectangles shown on the right side of Figure 18. Note that the extended rectangle represents the 

effect of local variability on top of global variability. 

D. Segmentation of the variations envelope – usage of sub-envelopes during validation 

The variations in each parameter are typically modeled by a distribution. Normal distribution is often 

assumed, since it is often a fairly good approximation of the empirical reality and simplifies analytical 

derivations.  In such cases, the numerical value of global variations in a parameter, may correspond to some 

multiple of its standard deviation, typically, 3σ or higher. In such a scenario, we have the following 

important observations. 

1. The full global variability envelope does not denote the entirety of all possible variations. For 

example, if we assume that the numerical values for each parameter in the example in Figure 18 

correspond to the 3-times the standard deviation for the respective parameter, and then the full 

global variability envelope in Figure 18 represents 99.4% of all possible chips fabricated using that 

process. 

2. Each sub-envelope in Figure18 denotes die with different nominal values of its parameters as well 

as the worst-case local variability. The size of sub-envelope must be greater than or equal to the 

worst-case local variations so as to ensure resilience of the vector-spaces generated. We adhere to 

this rule as for each segmented envelope we consider the full local variability possible for that case 

and only divide the global variability envelope (Figure 18). 

3. Each sub-envelope, such as those shown in Figure 13 (Figure 18), represents sets of die that may be 

fabricated with different probabilities. This arises from the fact that practical distributions for 

variations are non-uniform. In particular, if we assume normal distribution for each of the key 

parameters, the probability of occurrence of a local variations sub-envelope decreases as we move 

away from the center of the global variations envelope. Hence in practice we can ignore some parts 

of the global variability envelope (provided the probability of occurrence is sufficiently low) and 

can thus reduce the number of vectors drastically. 
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Figure 19, shows the weight associated with each sub-envelope derived from full global variability 

envelope for 2-parameter 3-way segmentation (uniform). We will be using these weights to arrive at our 

adaptive validation vector set (see next paragraph). Note that just for the sake of clarity we are showing the 

weights corresponding to sub-envelopes of Figure 13, the sub-envelopes of Figure 18 will also have 

identical weights. 

 

Figure 19: Uniform segmentation of full global variability envelope and associated weights 

 (two parameters – Vth and Leff). 

The sub-envelopes for the quantized nominal operating points can be used in the following two ways: 

1. Non-adaptive: Every sub-envelope used for every fabricated copy of the chip under validation. In 

this case, for every copy of the chip, the validation test set (VTS) is the UNION of VTS for 

individual sub-envelopes. 

2. Adaptive: For every copy of the chip, perform measurements on a set of test structures to 

determine the nominal parameters for the chip. Then perform validation only using the VTS for the 

corresponding sub-envelopes. In such an approach, the VTS for each copy of the chip is the union 

of the VTS generated for the sub-envelopes that correspond to its nominal point. Note that the 

sub-envelopes near the corners are less likely to occur than those at/near the center of the global 

variations envelope (which is evident from the probabilities shown in Figure 19). Hence, the 

expected number of vectors required for the entire batch of chips, E (|VTS|), is the sum of the 
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number of validation vectors required for individual sub-envelopes, |VTS|, weighted by the 

corresponding probabilities of occurrence. 

VII. EXPERIMENTAL RESULTS 

We applied our approach to combinational parts of ISCAS89 benchmark circuits using a Pentium-IV 2.4 

GHz machine. All gates in the benchmark circuits are assumed to use minimum-size transistors, and a 65nm 

CMOS technology is assumed. Our experiments used a resilient simultaneous delay model for both 

to-controlling and to- non-controlling transitions [18]. First, we select TC as the maximum circuit delay 

(under nominal delay values) computed by enhanced timing analysis [22]. Then we fix the timing threshold 

[22] ∆ at 10% for target path selection.  Then using our timing dependent framework [15] we generated the 

validation test vector-space for different values of variability in circuit parameters (as shown in Table 2 in 

Section III).  

Table 3: Analysis of validation vector and path sets under full variability for s1196 using our proposed approaches 

Approach Paths (expected)  Vectors (expected) 

Full global 52 16,542 

1-parameter segmentation 

1-parameter, 3-way non-adaptive 42 6,142 

1-parameter, 3-way adaptive (uniform) 25 1,964 

1-parameter, 3-way adaptive (non-uniform) 21 1,903 

1-parameter, 6-way non-adaptive 42 6,024 

1-parameter, 6-way adaptive (uniform) 24 1,480 

1-parameter, 6-way adaptive (non-uniform) 20 1,394 

2-parameter segmentation 

2-parameter, 3-way non-adaptive 42 5,836 

2-parameter, 3-way adaptive (uniform) 17 1,142 

2-parameter, 3-way adaptive (non-uniform) 13 947 

Table 3 shows the analysis of validation vector and path sets based on our approach for the medium sized 

ISCAS benchmark s1196. The results in Table 3 clearly demonstrates the benefits of our segmentation 

based approach as the expected total number of vectors can be reduced drastically from 16,542 (full global 
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variability) to 1,142 (adaptive uniform two-parameter three-way segmentation). This number can further 

reduced to 947 using adaptive non-uniform two-parameter three-way segmentation (we will explain more 

about benefits of non-uniform segmentation in the next few paragraphs). Similar reduction for selected path 

set is also observed (from 52 (full-global) to 13(non-uniform adaptive)). We also reported results for 

2-parameter 6-way adaptive and non-adaptive approaches (rows 7-9 in Table 3). 

 

Figure 20: Validation vector and path set for s1196 with associated probabilities (uniform segmentation) 

Figure 20 shows the expected size of validation vector and path set corresponding to 2-parameter, 3-way 

uniform segmentation on the ISCAS benchmark s1196. Each of the nine sub-envelopes contains three 

values corresponding to paths selected, associated probability and vectors required; respectively. It is 

evident from Figure 20 that the segments corresponding to the left side (negative) of the distribution results 

in zero or very small number of vectors in accordance with our observation in previous section that such 

variability will shift the nominal operating point towards the negative side, rendering almost all of the paths 

non-critical. Similarly, it can be seen that the sub-envelopes at the extreme right corner of the global 
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variability envelope result in the highest number of validation vectors (as well as paths selected) due to 

extremely high level of variations at those corners. Figure 21 shows the same for 2-parameter, 3-way 

non-uniform segmentation. 

 

Figure 21: Validation vector and path set for s1196 with associated probabilities (non-uniform segmentation)  

It is evident from Figure 21 that non-uniform adaptive approach can further reduce the validation vector 

and path sets. The reduction is primarily due to shrinking the central sub-envelope whose contribution in 

terms of probability was very high (about 50%) in uniform adaptive approach to a lower value (of about 

15%) in non-uniform adaptive approach. Though, increasing the size of sub-envelopes at the extremes have 

increased the associated probabilities, but the corresponding increase in validation vector and path sets for 

such sub-envelopes is relatively small. This is primarily due to the fact that at the extremes the earlier 

sub-envelope (corresponding to uniform segmentation) has accounted for most of the vectors and paths 

identified by the new sub-envelope (corresponding to non-uniform segmentation). Thus reduction of 
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vectors at non-extreme cases (along with their reduced probabilities), dominate the increase in vectors at 

extreme cases along with their increased probabilities. 

Table 4: Validation test set for ISCAS benchmarks using 1-parameter 3-way segmentation 

 

Full global One-parameter three-way Segmentization 

No. of 

vectors 

No. of vectors Reduction 

Non 

Adaptive 
Adaptive 

Non 

Adaptive 
Adaptive 

s298 154 90 28 1.71X 5.5X 

s444 22 13 7 1.69X 3.4X 

s953 3,422 1,672 370 2.04X 9.2X 

s713 1.73 x 10
7
 8.76 x 10

6
 1.42 x 10

6
 1.97X 12.1X 

Table 4 shows the number of vectors in validation test set for non-adaptive as well as adaptive (uniform) 

versions of our one-parameter three-way approach for few medium sized ISCAS89 benchmarks. It can be 

observed that our uniform adaptive approach can reduce the validation vector set for benchmark s713 (51 

inputs, 43,624 logical paths) by 12X (but requires only 3X characterization effort).  

Table 5: Validation test set for ISCAS benchmarks using 2-parameter 3-way segmentation 

 

Full global Two-parameter three-way Segmentization 

No. of 

vectors 

No. of vectors Reduction 

Non 

Adaptive 

Adaptive 

(uniform) 

Adaptive 

(non-uniform) 

Non 

Adaptive 

Adaptive

(uniform) 

Adaptive 

(non-uniform) 

s298 154 76 25 24 2.02X 6.16X 6.49X 

s444 22 12 6 4 1.83X 3.67X 4.05X 

s953 3,422 1,568 235 221 2.18X 14.5X 15.5X 

s713 1.73 x 10
7
 8.25 x 10

6
 8.74 x 10

5
 7.34x 10

5
 2.1X 20.1X 23.8X 

Table 5 shows the number of vectors in validation test set for non-adaptive as well as adaptive (uniform 

as well as non-uniform) versions of our two-parameter three-way approach. It can be observed that our 

uniform adaptive approach can reduce the validation vector set for s713 by about 20X (but requires only 9X 

characterization effort), whereas , the non-uniform adaptive approach (through requiring identical 

characterization effort of 9X) can further reduce the validation vector set up to 24X. This additional 

reduction is due to reduced weight (probabilities) of sub-envelopes at non-extremes (see Figure 21).   
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Note that we assume the local and global variability to be uncorrelated (for worst case variability in 65nm 

industrial library provided to us) and follow the normal distribution. The probability of occurrence of each 

sub-envelope is calculated and subsequently multiplied by the |VTS| for that sub-envelope. The cumulative 

total of all sub-envelopes gives the VTS for the circuit under consideration in our adaptive approach. It can 

be observed that the knowledge of local variability along with the adaptive approach (both uniform and 

non-uniform) can significantly reduce the VTS with little increase in characterization effort which is one 

time cost. 

VIII. CONCLUSION 

Experimental results show that our proposed divide and conquer approaches (adaptive and non- adaptive) 

that segment the global variations envelopes into sub-envelopes can dramatically reduce the expected size 

of the validation test set. Furthermore, we observed that a non-uniform segmentation based on probability 

of occurrence of an envelope can further reduce the validation vector set. We are currently working towards 

incorporating correlations in the variations of different circuit parameters. We are also developing 

techniques to further optimize the expected number of validation vectors required via appropriate 

segmentation of the global variations envelope into sub-envelopes and the order in which to apply 

validation tests to each die in the first-silicon batch.  
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