Placemenbf ContinuousMediain
WirelessPeerto-PeerNetworks

ShahramGhandeharizadetiember, IEEE, BhaskarKrishnamachariMember, |EEE, and ShansharSong, Student
Member, |EEE

Abstract—

This study investigatesa novel streaming architecture consist-
ing of home-to-homeonline (H20) devicesthat collaborate with
one another to provide on-demandaccesgo large repositoriesof
continuous media such as audio and video clips. An H20 device
is configured with a high bandwidth wireless communication
component, a powerful processor and gigabytes of storage. A
key challenge of this environment is how to place data across
H20 devicesin order to enhancestartup latency, defined as the
delay obsewed from when a user requestsa clip to the onset
of its display. Our primary contribution is a novel replication
technique that enhancesstartup latency while minimizing the
total storagespacerequired from an ernvir onment consistingof A/
H20 devices. This technique is basedon the following intuition:
the first few blocks of a clip are required more urgently than
its last few blocks and should be replicated more frequently in
order to minimize startup latency. We develop analytical models
to quantify the number of replicas required for each block. In
addition, we describetwo alternative distrib uted implementation
of our replication strategy. When compared with full replication,
our technique provideson average greater than 97% (i.e. several
orders of magnitude) savings in storagespacewhile ensuring zero
startup latency and a hiccup-freereception.

Index Terms— Continuous display, data placement,replication,
peerto-peer networks.

|. INTRODUCTION

Advancesn computemprocessingstorageperformanceand
high speedwireless communicationshave madeit feasible
to considerpeerto-peernetwork of economicaldevices that
provide accesdo a large volume of data.Intel, for example,
offersa smalldevice thatconsistoof a 500 MHz processoand
a wirelesscomponentthat operatesin the 5 GHz spectrum,
offering transmissiornratesin the order of tens of Megabits
per second,Mbps. The cost of this device is approximately
$85. Similar to desktop personakcomputerspne may extend
this device with massstorage.

One application of thesedevicesis to streamcontinuous
media, e.g., audio clips, movies, news clips, etc., for home
entertainmensystems When comparedwith traditional data
typessuchastext andstill images,continuousmediaconsist
of asequencef quantagitheraudiosampleor videoframes,
thatcorvey meaningwhenpresentect a pre-specifiedate[6],
[9]. Oncethedisplayis initiated, if the datais deliveredbelow
this ratethena display might suffer from frequentdisruptions
and delays,termedhiccups. This paperassumesonstantbit
rate (CBR) continuousmediawith a fixed display bandwidth
requirementA novel featureof this framework is that each
home-to-homednline (H20) device may employ its resources
to participatein delivery of multimediacontentto an actively

displaying H20O device. One example deployment of H20
might be that of Figure1. A householdnay storeits personal
video library on a H20 cloud. This would make the library
widely available to enablea user to retrieve their content
arywhere,e.g.,at a friend’s home.The systemmight encrypt
the contentto eitherprotectit from un-authorizedaccessi.e.,
authenticationpr implementa businessmodelfor generating
revenues.

Fig. 1. Home-to-homeon-line devices streamingcontinuousmedia.

Note that H20 framework complementghe existing wired
solutionsbasedon xDSL technologyor cable networks [19],
[7]. In [15], it wasnotedthatthe overallbandwidthrequiredto
implementan interactive video-on-demandolution basedon
anave designthatemploys onecentralizedsenerwould be as
high as1.54 Petabyteper secondor the entire United States.
By replicatingblocks so that they are closerto a consuming
H20 device, the numberof accesseso a centralizedsener
is minimized. This meansthat a H20 device might act in
three possibleroles: 1) producerof data,2) an active client
thatis displayingdata,and 3) a routerthat deliversdatafrom
a producerto a consumerof data.At times, there might be
congestionin the systemlimiting the bandwidthavailable to
a H20 device, say H20;. If H20; referencesclip X with
bandwidthrequiremen{Bp;spiay) in excessof the bandwidth
of the connectionto H20; (Brink) thenH20; mustprefetch
enoughdatato prevent data stanation (hiccups). Assuming
Sc denotesX's size, the amount of prefetch data is [8]:
Sp Sc — | ghink— BrLink o Sc|. Thetime requiredto stageSp
bytes of dataat the F20 device dictatesthe startuplateng



incurredby that device. To illustrate,if Br;,x = 1.5 Mbps

andBpispiay = 4 Mbpsthenthe displayof a 2 hour movie

mustprefetch2.2 Gigabytesof data,resultingin a 75 minutes
delay To simplify discussionthis paperassumesa wireless
peerto-peernetwork of H20 devices wherethe transmission
bandwidthof eachdevice is in the orderof tensof Mbps and
eachdevice is ableto estimatethe available bandwidthto its

neighbors.The wired infrastructurecontinuesto sene asthe

backboneof a H20 cloud.

The H20 devicesmight be configuredin a variety of ways
to supporta hiccup-freedisplay Onemay requirea displaying
H20 device to download a clip in its entirety from one or
more remote mirrored seners prior to initiating its display
using a techniquesuch as [17]. This paradigmsuffers from
the following limitations. First, the user might perceve loss
of data when the mirrored seners containing a referenced
dataitem becomeunavailabledueto eitherhardwarefailures,
network partitioning, high systemload, etc. Second,a H20
device that is mary hops away from the basestation (and
hencetheremotemirroredseners)might obsene along delay
from when its userreferencesa clip to onsetof its display
termedstartuplateng. It is long becausg1) the first block
of a clip must make multiple hops to arrive at the target
H20 device, and (2) the requestingH20O device may not
start display until sufficient data has arrived to compensate
for network bandwidthfluctuations(dueto its load). One may
minimize startuplateng by prefetchingdata. A H20 device
may further reducethe startuplateng by cachingthe prefetch
portion of as mary clips as possible.One extreme form of
prefetchingis to gradually replicatethe entire repositoryon
eachH20 device. However, evenif bandwidthis notalimiting
factor, the storagecapacityof eachdevice might limit access
to the entire repository For example,to store1000two hour
movies with Bpjspiey=4 Mbps, each H20 device must be
equippedwith morethan3 Terabytesof storage.This storage
requirementincreasesvhen one considerseach households
video library. Our proposedeplicationstratgyy addressethis
storagelimitation.

A recentstudy [4] investigategeplicationof populardata
items in an unstructured peerto-peer system for a non-
streamingframawork. It employs analyticalmodelsto obsene
that a techniquebasedon the squareroot of the popularity of
a dataitem yields the bestMean SearchSize (MSS), defined
as the number of walks necessaryto locate the referenced
data item. It does not consider either hiccup-free display
of continuousmedia, its average startup lateng, or partial
replicationof a dataitem.

Numerousstudieshave analyzedthe role of proxy seners
and partial caching of continuousmedia in the context of
Internet[23], [20], [1], [18]. Theseefforts arein the context
of unicastdelivery of a streamto a client. In our framework,
a requestfloodsthe network and multiple H20 devices might
produce different blocks of a referencedclip. Other proxy
caching studies have focusedon the use of multi-cast or
broadcasprotocols[5], [10], [22]. Thesestudiesare different
from our framavork becausethe radio range of eachH20
device dictatesits connectvity with otherH20 devices.Thus,
a block may potentially make multiple hopsin orderto arrive

Term Definition

Continuousmedia | A sequencef quanta,eitheraudio samples
or video frames,that convey meaningwhen
presentedat a pre-specifiecrate.

Hiccup Disruptionsand delaysencounteredy a
displaywhenits H20 device stanes for
data.

Startuplateny Delay from whena H20 device requests
a clip to the time the display begins.

Throughput Numberof simultaneouglisplayssupported
by participatingH20 devices.

Kbps Kilo bits per second.

Mbps Mega bits per second.

TABLE |
TERMSAND THEIR DEFINITIONS

at a target destination.

In this study we assumeH20 devicesmay participateeither
as a client, a proxy cachesener for other H20 devices, or
both.Our primary contribution is a novel replicationtechnique
thatis a hybrid of partial replicationand prefetching.lts main
insight is that the first few blocks of a clip are requiredmore
urgently than its last few blocks. Hence,it replicatesthese
blocks more frequentlyin orderto minimize startuplateng.
While a H20O device is displaying theseblocks, other H20
deviceswith relevant blocks transmittheir blocksto facilitate
a hiccup-freedisplay Two key assumptionf our proposed
techniqueareasfollows: First, thetotal size of availableaudio
and video clips exceedsthe storagecapacity of one device.
Second,the bandwidth betweentwo H20 devices exceeds
the bandwidthrequiredto display a clip. This assumptionis
realistichecausefa) the averagebandwidthrequiredfor DVD-
quality videoiis typically quotedat 4 Mbps, and (b) emeging
wirelessprotocolssuchas 802.11aprovide transmissiorrates
in the order of tensof Mbps.

The restof this paperis organizedasfollows. In Sectionll,
we describeour proposedechnique Sectionlll analyzesoth
worst and averagecasesfor decidinghow frequentlya block
shouldbe replicated,alongwith the optimal block size.Next,
SectionlV outlinesa distributedtechniquefor controlling the
placementof data. We concludewith brief conclusionsand
future researchdirectionsin SectionV.

I1. DATA PLACEMENT AND REPLICATION

Whena H20 device is deplgyedin a householdijt registers
itself with a base station (similar to how cellular phones
registerwith their basestations).This procesamight flood the
network with a register command.The basestation requests
differentH20 devicesto stagecertainblocksof eachclip with
the objective to ensurethat all H20 devices in its coverage
areacontainall blocks of different clips. This placementof
dataalsoimplementsour proposedreplicationtechnique.

In order to presentour replication scheme,we assumea
cycle-basedlisplaytechniqud16], [21], [3], [2], [14] for each
H20 device. This techniqueassumesll blocksof a videoclip
areequi-sizedlt displaysoneblock with size S, in onecycle.
The numberof cyclesis dictatedby the numberof blocksthat



Parameter| Definition

Sc Sizeof a clip.

Sp Amount of dataprefetchedio minimize startup
lateng.

z Numberof blocks for a video clip.

Sc.,r Total spaceoccupiedby a clip with our
proposedplacementechnique.

Sh Size of a block.

Bpisplay Bandwidthrequiredto supporta continuous
display

D Display time of a block, D= BD

1,splay

b; block 7 of aclip.

T Numberof copiesof a block b;.

h Time to retrieve a block from a H20 device
thatis one hop away.

R Radiorangemeasuredn meters.

H; Numberof hopstoleratedby block b;,
H' — G-1HD 1)D

N Numberof H20 devices.

TABLE 1l
PARAMETERS AND THEIR DEFINITIONS

constitutethe clip. The durationof a cycle is dictatedby the
displaytime of a block which is fixedat D secondsassuming
constantbit rate (CBR) continuousmedia, i.e., D—B
This techniquerequiresblock b; to be memoryreS|dentbefore
the display of block b;_; ends.Thus,if the time to retrieve
a block from a H20 device that is one hop away is h then
block ¢ maytolerateH; hopswhereH; = % relative to
startof a display To simplify discussionassumeh is a fixed
constant;seeSectionV for a discussiornof h. Moreover, it is
acceptabldor a H20 device to receve block b; in fewer than
H; hops.This is becauset hassufiicient disk bandwidthand
storageto storetheseblocks for future use.

The core replicationand placementstratgy is as follows.
For eachvideo clip X:

« Divide X into z equi-sizedblocks,eachsS; in size.

« Placethefirst block of X, b, onall nodesin the network.
To simplify discussion,assumeeach H20 device is
configuredwith sufficient storagecapacityto store the
first block of all clips. Dueto spaceconstraintsyve do not
discussthosescenariosvhenthis assumptions violated.

« For eachblockb; of X,1 < i < 2z, computeits delay
toleranceH;. This is the farthesthumberof hopsthatthe
block canbe locatedfrom the H20O device that displays
clip X.

« Basedon H;, computer;, thetotal numberof replicasfor
block b;. The valueof r; decreasesnonotonicallywith 4
until it reachesl.

« Constructr; replicasof block b; and placeeachcopy of
the block in the network in sucha way asto ensurethat
for all nodesthereexists at leastone copy of the block
b; thatis no morethan H; hopsaway.

The value of r; is a topology dependentomputation.In
Sectionlll, we considerdifferenttopologiesand their impact
on the amountof storagerequiredby our proposedechnique.
Section IV describesa distributed implementationof our
technique.

oRololh

Fig. 2. A lineartraversalof H20 devices
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We analyzethe value of r; with threedifferenttopologies.
The first is basedon a worst-casescenario.This model is
intentionally pessimistic (biased against our proposedap-
proach)to showv our approactprovidessavings evenwith these
assumptionsThe secondcomputeshe averagecasebasedon
a grid topology of /' H20 devices with v/A/ devices along
eachof the x andy-axis. The last analyzesa graphtopology
basedn afixedaread andradiorangeR of the H20 devices.
We quantify the storagerequirementsof our techniquewith
eachof thesetopologiesfor a clip with size S¢. With the grid
and graph topologies,we derive an optimal block size, Sy,
to minimize total requiredstorage Next, in Sectionlll-D, we
comparethe impactof thesetopologieswhen comparedwith
one anotheranda full replicationscheme.

MODELING AND PERFORMANCE ANALYSIS

A. Worst-case linear topology

The simple topology of Figure 2 assumesthe N' H20
devices are connectedto one anothersequentially With r;
copiesof block b;, when a H20 device requestsh;, in the
worst casescenario this requestmustvisit N' — r; — 1 H20
devicesto retrieve b;. In orderto obsere azerostartuplateng,
block i shouldbe replicatedr; timeswherer; = N — H;.
The value of r; for the last blocks of a video clip might be
a nggative number In thesecaseswe resetthe value of r; to
oneto ensurethe availability of atleastoneblock. The system
stopsreplicatingthoseblockswhoseindex exceedsU, where
U, = [(N_—l)h + 17. This meansthe total storagespace

T D
occupiedby a clip with z blocks oncereplicated,Sc, g, is:

Sc,r = {

With full replication,total storagerequiredby aclip increases
asa linear function of A/, i.e., N Sc.

To illustrate the benefitsof our replicationtechnique,Fig-
ure 3 shaws the percentagesavings with our techniquewhen
comparedwith full replication.The x-axis of this figure is the
displaytime of a clip which variesfrom 2 to 120 minuteswith
incrementsof 2 minutes.The y-axis is the percentagesasing
definedas100 x (1 — SCX”N) This figure assumesa)
an ervironmentwith 1000H20 devices, '=1000,b) onehop
delivery of a block requires0.5 secondg(h=0.5), and c) the
bandwidthrequiredfor eachclip is constantand fixed at 4
Mbps, Bpispiay = 4 Mbps. Thus, the size of a clip, Sc,
variesfrom 60 to 3600 MB. The size of a block is fixed at 1
MB, Sy=1 MB, resultingin a display time of 2 secondor
eachblock, D=2.

As the display time of a clip is increasedfrom 2 to 120
minutes, the percentagesavings provided by our technique

Sy x (2N — (2 x
be(z—Ur + UT.N’—(%

(GEDE _2))) if 2 < Us

x (WeZVUry)y if 2> U,
@
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Fig. 3. Percentagesavings with our techniquewhen comparedwith full
replicationwith linear topology

increasesThis is becauser exceedsU,, which meansthat

some blocks consistsof only one copy. The percentageof

theseblocks dominatesasthe displaytime of a clip increases
to two hours, providing grater savings when comparedwith

full replication.

To illustrate,a 2 minute clip consistsof 60 blocks (2=60):
b1, ba, ..., bgo. Hence,block b, shouldbe replicated996 times
while the last block bgg shouldbe replicated764 times. Total
storagerequired by a clip is now 52 Gigabyteswhile full
replicationrequires60 Gigabytes.With a 20 minuteclip, the
numberof blocks that constitutethis clip increaseso 600,
and the algorithm constructsone copy of eachblock with
an index equalto or greaterthan 251, U,=251. Now, total
storagerequiredby aclip is 122 Gigabyteginsteadof 600with
full replication). U, remainsfixed at 251 with longer clips,
providing greatersavingswhencomparedvith full replication.

Sectionlll-D analyzesthe behaior of our algorithm as a
function of V.

B. Grid topology

With a topology that organizesN' nodesin a squaregrid
of fixed area,eachnode (with the exception of thosenodes
on the edge)neighborsonly the four nodesin eachcardinal
direction.At leastone copy of block b; mustbe placedwithin
H; hopsof every node (where H; is as definedin tableIl).
For the grid topology, thereare2H? + 2H; + 1 nodeswithin
H; hopsof ary givennode.Therefore the numberof replicas

r; requiredfor block b; is givenas:
N
ri= s em 4 1) @

The expectedtotal storagerequiredin the network for a clip
with z blocksof size S, is therefore;

z

z N
Son =37 =53 Iopriom 7T

®3)

We numerically studied the behaior of this model for a
clip sizesrangingfrom 2 minutesto 2 hours(S¢ rangesfrom
60 MB to 3600 MB), various perhop delays(h variesfrom
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Fig. 4. Total storagespacerequiredas a function of block size with grid
topology h=0.75 Seconds.

0.125secondsgo 1.5 seconds)and network sizes(N ranges
from 300 to 5,000 H20 devices). Figures4.a and 4.b shov

the total requiredstoragespaceas a function of block size,
Sy, for a two minute clip (60MB) anda two hour clip (3600
MB).

Thesefigures shav that the total storagerequirementin-
creaseswith the block size (in otherwords, it decreasesvith
increasinghnumberof blocks).While this would suggesthatit
is beneficialto maximizethe numberof blocksthatthe clip is
divided into, thereis anotherconsideratiorthe designemust
consider As we shav in SectionlV, the compleity of the
placementlgorithmto placereplicasof eachblock increases
with the numberof blocks. Thusit is advisableto choosea
block size that balancegheseconflicting factors.Figures4.a
and 4.b suggestthat a good solution would be to choosea
value of the block size that matchesthe knee of the curve
(i.e. the critical point at which the total storagerequirement
curve startsto rise sharply). From our experimentswe find
thatthe choiceof this critical block size S, dependsritically
on the perhop lateny h andis independenof the network
size N and the clip-size S.. Finally, we note that as shovn
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Fig. 5. Percentagsavings with worst caselinear (3 differentclip sizes),and
the grid and graphtopologieswhen comparedwith full replication.

in Sectionlll-D the percentagesavings in storageobtained
by partial replication(whencomparedwith full replication)is
greaterthan 98%. This holdstrue for all our experiments.

C. Average Case Graph topology

With the graphtopology the network connectvity depends
ontheradiorangeR of individual devices.Assuming\ nodes
arescatteredn a fixed area4, eachnodecommunicatesvith
thosenodesin its radio range.As before, at least one copy
of block b; must be placedwithin H; hops of every node
(where H; is asdefinedin tablell). For the graphtopology it
canbe shavn that thereareon averagebetweenw
and CHERIN b oqeswithin H; hopsof ary given node
(for H; >1). Here~ is a density-dependentorrectionfactor
between0 and 1, it can be approximatedby 1 when the
network is very denseand there are mary nodesdistributed
evenly acrossthe region. Using the lower estimate,we find
that the numberof replicasr; requiredfor block b; is given

as:
{N 'iin<1
T~

(v | if Hi21
The expectedtotal storagerequiredin the graph-topology
network for a clip with z blocksof size S is again:

z

Sc,r = Z r:Sp

i=1

(4)

Q)

We analyzedthis model with different parametersettings.
When invoked with the parameteisettingsof the Grid topol-
ogy, we obtainedresultsandtrendssimilar to thoseof Figure4.
Hence we referthe readerto the discussion®f Sectionlll-B.
Notethata choiceof v valuechangeghe storagerequirements
of this topology; i.e., scalesthe graphsof Figure 4 vertically.
SectionlV validatesthe accurag of theseanalyticalmodels
by comparingthem with resultsobtainedfrom a simulation
study of our replicationstrateyy.

D. A comparison of alternative topologies

We comparedthe percentagesavings in storagespaceof-
fered by each assumedtopology when comparedwith full

replicationasa functionof V', seeFigure5. (SeeSectionlll-A
for adefinitionof percentagsavings.) Our proposedechnique
with both the average grid and graph topologies provide
several orders of magnitudesavings in storagespacewhen
comparedwith full replication. Their percentagesavings are
greaterthan 97%.

With the worst-casdinear topology we analyzeddifferent
clip sizesto compute Sc,g. The block size is 1 MB in
all experiments.With short clips, e.g., 2 minuteslong, our
proposedschemestartsto degeneraténto full replicationwith
large valuesof N. Its percentagesaving is maximizedwith
approximately250 H20 devices.Note thatwith the worstcase
assumptionsf linear, our techniquecontinuego provide more
than 80% savings with a two hour clip.

IV. DISTRIBUTED IMPLEMENTATION

We now discusstwo distributed implementationsof our
proposedreplication technique.Both control the placement
of r; copiesof eachblock b; with the following objectve:
eachnodein the network is within H; hops of at leastone
copy of b;. Assuminga useremploys a H20,, to publisha
clip X, the generalframeavork of both implementationsis
as following. First, H20, computesthe block size S, the
numberof blocks z, andthe requiredhop-boundH; for each
block, using expressionsof Sectionlll. Next, it floods the
network with a messageontainingthis information,querying
which H20 device will hosta copy of which block of X.
Eachrecipientof this messagesay H20;, computesa binary
array Aj;, that consistsof z elementsFor eachelementi of
A; thatis aone, H20; contactsH 20, for a copy of block b;.
H20, may employ either a multicastor an unicastprotocol
to publishthoseblockswith mary copies.

The two alternatve implementationsare differentiatedin
how H20; computesbinary array A;, i.e., identity of those
blocks of X residenton H20;. The first implementation,
termed TIMER, employs a distributed timer-suppressalgo-
rithm. The secondtermedZONE, assumesgxistenceof nodes
with geopositioninginformation that makes them aware of
both their (x,y) coordinatesand the extent of the service
area.In the following, we detail eachtechnique.This section
concludeswith a comparisonof these techniquesusing a
simulationstudy

1. TIMER: When H20; recevesthe floodedquery mes-
sage,it performsz roundsof “elections”, one for eachblock
of clip X. During eachelectioni, H20; determinesf it will
maintaina copy of block b;. For block b;, eachnode picks
a randomtimer value from 1 to M (to avoid unnecessary
duplicates,M should be much greaterthen N, the number
of nodesin the network) and startsto countdown. Whenthe
timer at a given node countsdown to zero,if the nodeis not
already“suppressed”it electsto storea copy of block b; and
sendsa suppressnessagéo all nodeswithin H; hopsof itself
(via controlled-flooding).At the end of roundi, it is easyto
seethat every nodewill bein oneof two states:eitherit has
electedto hold a copy of block b; or it is suppressedn either
caseevery nodein the network is guaranteedo be within H;
hopsof a nodethat has electedto hold block b;. When the



timer of multiple nodeswithin H; hops expires at the same
time, this techniquegeneratesnore copiesof a block than

necessaryOne may extend TIMER to detectand compensate
for thesescenarios.

2. ZONE: This distributedalgorithmassumegachnodeis
awareof its (x,y) coordinateandthe extentof the servicearea.
It usesthis informationto space-outopiesof a given block.
Thisis accomplishedby placingeachcopy in aseparatsquare
zonewhosesize is suchthat all nodescan be reachedwithin
H; hopsfrom a nodein the zone.For easeof exposition let
us considerthatall nodesin the network fit within a squareof
S x S (its generalizatiorto an arbitrary rectangleis trivial).
Thenfor block b;, the size of eachsquarezoneof sizes; x s;
mustbe suchthatit fits within a circle of radius H;R. It can
be shavn that the side of this zoneshouldbe s; = vH; Rv/2,
where~ < 1 is a correctionfactor that shoulddependon the
node density For lower node densities,it is bestto have a
smallervalue of v which resultsin more copies.If the whole
areais broken into zonesof size s;, thenit is advisableto
placea copy nearthe centerof eachzone.Assumingthe area
spanscoordinates(0,0) to (5,.5), the centerof eachzonei
occursat ((I + 0.5)s;, (k + 0.5)s;) with both ! andk ranging
from 0 to [£] — 1 in value.

In this distributed algorithmtherefore,when eachnodere-
ceivesthe floodedquery thereareagainz roundsof elections,
one for eachblock of the clip. In eachround, all nodesfirst
determinewhich zonethey belongto, basedon the knowledge
of the block numberb; andthe hop bound H;. Thenin each
zone correspondingto block b;, all nodes participatein a
distributed leaderelection protocol (a simple wave algorithm
suchasFloodMax[13] would suffice), wherebythe nodethat
is closestto the zone centeris electedto hold a copy of the
block b;. This nodethensendsa suppressnessagéo all nodes
within the zonethat are H; hopsaway. If ary nodeswithin
a zoneare still unsuppresse¢which should happenrarely if
the value of ~ is chosencarefully by the systemdesigner),
they may revert to a timersuppresschemethat is restricted
to the zone. This guaranteeshat all nodeswithin eachzone
arewithin H; hopsof a nodethat haselectedto hold a copy
of block b;.

We simulatedthesetwo algorithmsusingthe C# program-
ming language We experimentedwith a variety of parameter
settings such as node to area densities,radio ranges,clip
sizes,etc.Figure6 shavs oneexperimentalresultsimulatinga
1km by 1km squareareawith 300 randomlydistributed H20
devicesanda clip consistingof 60 blocks (2=60). The x-axis
of this figureis the block-id, rangingfrom 1 to 60. The y-axis
denotesthe numberof replicasfor eachblock with the two
alternatve techniquesandthe analyticalmodelof Sectionlll-
C configuredwith v=1. The radio rangeof eachnodeis 100
meters.With TIMER, we useda single randomplacemenbf
nodesandreportthe averagenumberof replicasfor eachblock
across100 instantiationsof the randomizedtimers with the
maximumvaluesetat 1000/, With ZONE, we averageacross
100 random placementof nodes.The obtainedresultsshov
the following. First, both distributed implementationgequire
a few morereplicasper block than predictedby the idealized
analyticalexpressionsThisis dueto therandomlyplacedH20

Number of Replicas
20 T

10
block id

Fig. 6. Performancef TIMER andZONE with a graphtopology (N = 300,
R = 100 meters A = 1 million squaremeters).This figure doesnot shav 300
replicasof block 1 with all techniques.

N Analytical TIMER ZONE
Sc,r  Saiings | Sc,r Saiings | S¢,r Savings
300 363 97.98% | 394 97.81% | 394 97.98%
1000 | 1063 98.23% | 1079 98.20% | 1075 98.23%
3000 | 3063 98.30% | 3076 98.29% | 3078 98.30%
5000 | 5063 98.31% | 5074 98.31% | 5079 98.31%
TABLE Il

A COMPARISON OF ANALYTICAL MODELS FOR THE GRAPH TOPOLOGY
WITH THE TWO DISTRIBUTED IMPLEMENTATIONS (z = 60, R = 100
METERS, A = 1 MILLION SQUARE METERS).

devices at the edgesof our squareareathat incur more than
H; hopsfor thefirst few (seven) blocks. The analyticalmodel
of Sectionlll-C ignoresthe impact of thesenodes. TIMER
and ZONE are forced to constructadditional copies of the
first few blocksin orderto satisfy their H; requirementThe
percentagesavings offered by thesestratgies is still several
orders of magnitude superiorto full replication. Table I
shaws the total numberof blocks with eachtechniqueand
percentagesavings relative to full replication.Figure 7 shows
the percentagelifferencebetweenthe analyticalmodels(with
~v=1) and TIMER with differentnumberof nodes,percentage
difference= 100x L4 ﬁfﬁ;ﬁ?&f}/“c“’ . Thex-axisof thisfigure
is the block size. The clip sizeis fixed at 60 MBytes. Thus,a
larger block size (Sp) resultsin fewer blocks (z). The results
shav the accurray of the graphanalyticalmodelwith a large
numberof nodesWith 300 nodesa smallery valueimproves
the estimationsprovided by the analytical models,compare
N=300with v=1.0 andy=0.5.

TIMER realizesa uniform distribution of blocksacrossthe
H20 devices. Figure 8 shavs the percentageof nodeswith
a specific block countwith three different clip sizes:2, 20,
and 120 minutesof display time (60, 600, and 3600 MB in
size, respectiely). This figure shavs the averagenumberof
blocks per device for a given clip length. With the 2 minute
clip, eachnode should have 1.32 blocks. The results shav
that more than 70% of the nodeshave one block. Longer
clips resultin a more uniform distribution of blocks. With
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the 120 minutesclip, eachnode should have approximately
13.13blocks. The obtainedresultsshav a normaldistribution
with ameanthatapproximated3.13andareasonablstandard
deviation, e.g.,approximately80% of nodescontainbetweerf
to 17 blocks.Note thatwith multiple clips of varyingsizes,as
perthelaw of large numbersthe standardeviation aroundthe
meandecreasesvenfurther, resultingin a balancedutilization
of storageacrossthe entire network.

When comparedwith TIMER, ZONE cannot distribute
blocks as uniformly acrossthe nodes.This is becaus&ZONE
favorsplacemenbf thoseblockswith alarge H; valuetowards
the centerof a zone.While onemay extendZONE to enhance
its storageutilization, our resultsdemonstratehe superiority
of the simple TIMER technique.

V. CONCLUSION

In this paper we exploreda novel architectureghat consists
of collaboratingH20 devicesto provide on-demandelivery

of a clip, i.e., minimal startuplateng. Our primary contri-
bution is a replicationtechniquethat replicatesthe first few
blocksof a clip morefrequentlybecausehey areneedednore
urgently.

Due to spacelimitations, we did not presentmodelsthat
control the numberof block replicasbasedon the bandwidth
available betweentwo H20 devices. Thesemodelsconstruct
additional replicas of a block when this bandwidthis low.
When this bandwidth is scarce (worst-casesituation), our
techniquebecomesddenticalto full replication.

This studyassumed fixed valuefor h, thetimeto retrieve a
block from a H20 device thatis onehop away. With wireless
adhocnetworksof H20O devices,h is a functionof thenumber
of transmitting H20 devices in the sameradio range [11].
The systemmay utilize the worst expected h value when
computingthe numberof replicasfor eachblock, diminishing
the percentagesavings offered by our proposedreplication
technique.However, we believe each H20 device must be
extendedwith an admissioncontrol module and a dynamic
datadelivery schedulingtechniqueto addressvariability of A.
With admissioncontrol, a new requestto display a clip at
H20; is not initiated if it disruptsa currently active display
on H20Q,. At the sametime, H2O,, may employ a differentset
of nodesto routeits requireddatain orderto free up resources
to enableH20; to be admittedinto the system(by satisfying
its A requirement).The designof admissioncontrol, dynamic
route scheduling,and their impact on h is a our shortterm
researctdirections.

Anotherresearchdirectionis to extendour designgo adjust
the placementf datawhena userrequestsa clip, similar in
spirit to path replication [12]. This would enablethe H20
cloud to respondto useractionssuchas shutdavn of a H20
device, removal of a H20 device from a householdgetc. The
basicideais asfollows. Whena H20 device displaysa clip,
the network is flooded with requestsfor the blocks of that
clip. As a requestwalks from one H20O device to another it
increasesa counterW. When a H20 device replieswith a
block b; to a requestwith W; walks, it includesW; and its
identity asa partof its reply. If W; exceedsH;, astheblockis
routedbackto the requestingH20 device, the nodethatis H;
blocks away from this device storesa copy of b;. Otherwise,
no additionalcopiesare constructed.

Similarly, whenarequestingd20 device recevesrgs copies
of ablock b; from differentH20 devices,if ro exceeds; then
it issuesa deletecommandto r¢ — r; randomlychosenH20
devices. To prevent a ping-pong behaior, if a H20 device
obsenesthatit is deletingand constructinga specific block
repeatedlyin a shortperiod of time, sayé units of time, then
it startsto ignore the deleterequests.If a deleterequestis
issuedand the block is not referencedin § unit of time (or
a multiple of it) thenthe block is deleted.This introducesa
policy that adwocatesa fixed lifetime for a copy of a block
at eachH20 device. The lifetime of a block canbe adjusted
basedon the deleteandretrieval requests.

In this paper we have quantified the impact of different
H20 topologies on the storage space requirementof our
proposedtechnique.For the typical cases,graph and grid,
we showved thatit providessignificantsarings (several orders



of magnitude)in storage spacewhen comparedwith full

replication. We proposedtwo distributed implementationof

ourtechnique TIMER andZONE. A simulationstudyof these
techniquewalidatesthe estimationgrovided by the analytical
model. Thusour partial replicationtechniqueis a crucial data
placementsolution for efficient storage,low startup lateng

and hiccup-free reception of continuousmedia in wireless
peerto-peernetworks.
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