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We investigate a price-based reliable routing game inrmde then offers some kind of payment to every node on its
wireless network of selfish users. Each node is characterizgth for every packet it forwards. Given this payment from the
by a probability of reliably forwarding a packet, and each linkource, each node on the path has an incentive to participate in
is characterized by a cost of transmission. The objective isttis routing game if it receives more payment in expectation
form a stable and reliable routing path between a given soutban it pays for each transmission. We consider two kinds
and destination pair. The pricing mechanism involved in thigf behaviors for the source with respect to the destination:
routing game is destination-driven and source-mediated: fowoperative and selfish. fooperative sourcavill accept any
each successfully delivered packet, the destination node pagsitive payoff, and cooperates with the destination because
the source, which in turn compensates all nodes that participates also interested in seeing this information routed end-to-
in routing the packet. We develop a polynomial-time algorithrand with optimal reliability. Aselfish sourcés interested only
for deriving an efficient Nash equilibrium routing path. Wen maximizing its own expected profit and is even willing to
also present simulations to evaluate the reliability of theelect a path of potentially suboptimal reliability in order to
obtained path with respect to prices and source-destinatiget that maximum profit.
cooperation for different network settings. It is important for the route that is determined to be stable.
This means every patrticipating routing node should be faithful
and keep forwarding packets along the chosen routing path.

Recently, there has been increasing interest in applying themm a Game Theory perspective, such a stable configuration
tools of game theory to the design of wireless ad hoc networksirresponds to a Nash equilibrium. The prior literature on
This is because a central problem in this domain is providingis topic has suggested that finding the Nash equilibrium for
incentives for selfish users to cooperate with each other riglated reliable routing problems can be NP-hard. We show
moving information through the network. that for the problem we consider here, a polynomial-time

We consider a reliable routing game for wireless networlsolution exists to find efficient Nash Equilibria; this is based on
of selfish users that is based on the game-theoretic modelsuitable modification of Dijkstra’s shortest path algorithm.
proposed and investigated by Kannan, Sarangi, and lyen\We also present simulations to evaluate the reliability of
gar [1], [2], [3], [4], with some modifications. Each node irthe obtained route as a function of the destination and source-
the network is able to forward a given packet sent to it withffered payments and degree of source-destination cooperation
some probability (we treat this probability in the abstract ifor different network parameter settings.
this work, but in practice this unreliability could be caused by
processor utilization, sleep cycling, buffer overflow, bandwidth Il. RELATED WORK
limitation, etc.). The delivery probability of a packet from the The problem of obtaining cooperative routing behavior in
source to the destination is then the product of the intermediat&eless ad hoc networks consisting of inherently selfish nodes
node forwarding probabilities. Further, the transmission oftes received considerable attention in recent years. Two main
packet at each hop has a cost that depends upon the Evenues of research in this regard are (a) reputation and
quality. The nodes in the network are essentially selfish punishment-based techniques and (b) pricing and payment-
that they need compensation if required to relay informatidrased techniques.
for others. Reputation-based techniques provide mechanisms to track

We present and investigate a pull-based routing game tlfa¢ behavior of nodes and punish those that behave in a selfish
is destination-drivenand source-mediatedThis means the manner. Along these lines, Mast al. [6] present the watch-
destination node will pay some amount of virtual credit/moneyog and path-rater mechanisms that punish nodes which don't
as payment to the source node for each packet of informatiatay packets correctly; the CONFIDANT protocol [7], [8]
that is delivered to it. To motivate nodes on the path, the sourged the CORE mechanism [22] are also distributed reputation

I. INTRODUCTION



systems that seek to identify and deal with misbehaving nodes. [1l. PROBLEM DEFINITION

The OCEAN mechanism [9] seeks to obviate some of the _ ) ) o ) o
complexity associated with second-hand reputation exchangell this section, we define the destination driven pricing
based schemes by relying on first-hand observations alof/ting problem formally. A wireless network is modeled as
Srinivasaret al. [18], provide a formal game-theoretic frame-&n undirected grapliraph(V, ) where V' denotes all the
work for reputation/punishment and show that the generofigdes in the network and’ represents the link set. Each
tit-for-tat mechanism can be used to obtain Nash equilibf¥pde vi in V' is associated with a reliability parameté;
that converge to Pareto optimal, rational solutions. Equilibriuf < £ < 1). R; indicates the node availability and stability
conditions obtained using similar generous tit for tat strategigsthe probability that it can forward a packet sent to it. Each
taking into account the multinop network topology for stati€dgee = (vi,v;) € E has a link cost paramete¥; ;, which

and dynamic scenarios are investigated in [12], [13]. AltmdigPresent the communication set up cost between two end
et al. advocate a less aggressive punishment policy to improdgdes.

performance [14]. Urpet al. [10] and Nurmi [17] model the There are three kinds of nodes in the network: destination
situation as dynamic Bayesian games, which allow effectit®de dst, source nodesrc and other intermediate nodes

use of prior history in enforcing cooperation. (wherev; € V\{src, dst}) that are candidates for participating
in a route between the source and the destination. We assume
§Rat both destination node and source node always have

with an incentive to cooperate through payment and P& ode reliability 1. The destination node offers to the source

ing mechanisms. Buttyan and Hubaux introduce the notl%n payment amoun& for every packet that is successfully

of NUGLETS, a form of virtual currency that provide aNyelivered to it. The source in turn offers a paymentfor

|ncent|v_e f or no_des to cooperat_e [1.6]' The use of PrciNg ch successfully delivered packet) that will be given to any
to obtain incentives for cooperation is also advocated in th

works by Crowcroftet al. [21] and lleri et al. [15]. In all iftermediate node if it participates in the routing path.

these schemes, nodes which forward data for others rece'véro folrmullatgthe corg game,hwe ?O.W %'Ve the ?eflmmon. of
credits that can be used to pay others to carry their ot ¥ tnplet( :( Z)ZGI’(U?)EI) where '.St e set of players;
data. DaSilva and Srivastava [11] study the tradeoffs betwe Jic1 IS the set of avaﬂgble actions wish be the non-empty
cost and benefit in a game theoretic context to determine h O.f actions for playef; and (u:)ics) is the set of payoff
they impact cooperation. Our work can be viewed as cloself/ncnor_'s' ) .

related to these approaches, as we too provide incentive idn this game, we defind = _V \ {dst} which means
the intermediate nodes to cooperate in the routing through ﬂl?@t all nodes excgpt th.e destination are pl_ay’e_rsln an
payment offered by the source node, and evaluate the imp cpodes network (including source and destination nodes),

of pricing upon cooperation and the utility provided to th or each nodev; € V' \ {dst}, its strategy is am-tuple
source. S,' = (81‘71752'72, ...Sq;,yL) where

k ¢ A ) 1 ,if node v; is vjs next hop in path
ated risk of cheating due to false claims by nodes trying to

obtain payments they do not deserve. While we do not explic-
itly tackle this issue in our work, researchers have propos&d
solutions for handle this potential abuse. The micropaymen
scheme presented in [20] incorporates an audit mechanism t
prevent false claims. SPRITE is another cheat-proof mecha- n

nism that uses a credit clearance server to provide payments to Yy, Z sij <1
nodes for cooperation. Anderegg and Eidenbenz [19] propose j=1

the use of the Vickrey-Clark-Groves mechanism to obtain , )
truthful claims for payments. If node v;'s strategy tuple contains all zeros, nodg does

_ o ) not participate on packet forwarding in the game. A system
Our investigations are motivated by the works of Kanna@trategy profile(S; )< is a profile which contains all players’

Sarangi and lyengar on reliable query routing [1], [2], [Slsirategies in the network. Given this strategy profile, there is
[4]. They are the first to formulate a game where the nodger ng path from the source to the destination, or else,

utilities show a tension between path reliability and link costg,are is exactly one patlP (since each node can point
and they have considered different interesting variants of this only next-hop). Without loss of generality, let's denote
problem. A key difference in this work is that we explicitlyp _ (sre,v1,vs, ..., vp, dst). Hereh denotes the number of
allow the null strategy in which nodes may choose not §9,ns phetween the source node and the destination node (not

forward packets to any next-hop neighbor. This allows us [qc|ysive). The utility function for each player is defined as
provide a polynomial time algorithm for obtaining an efficienf;o\s:

Nash equilibrium path. Another key difference in our work is
that we consider the notion of des_t_matlon gnd source payment§ypjje the destination does play a role in offering the paym@nthis is
and incorporate them into the utility functions. a constant that only affects the utility for the source.

With payment-based schemes, however, there is an associ- {
S; j =

0, otherwise

te thatv; € V' \ {dst} andv; € V.
gach strategy tuple has at most aneThat is,



For the source node: To convert the product to summation, we take the logarithm
_ ) of both sides and get
" {O , if no path exists .
sre (G —h-p)l,,ep Ri — Csrewr » otherwise " Z logRy, > log CL‘;-H

The utility of the source node equals to the difference between e .
the expected income of the source and the link set up cditice that0 < R, < 1; we take the inverse of each),
from the source node to the first next hop routing node. T2 Mmake each term in the summation positive. The original
expected income of the source is the destination paymdpfmula now transforms to
minus the source pay to all the intermediate nodes times the n 1 p
probability that the packet is successfully delivered. ZZOQ}T < ZOQC_ ,

For each other node;: k=i ¥ it

, ) _ for eachw;. ReplacinglogRik by . (rr > 0) and replacing

Uy, = 0, if no path exists or if vi ¢ P 2) log&"— by ¢; i1, we formulate the problem of finding a PPP
"\l Bi = Copvpn » otherwise in the ‘original graph to an equal problem of finding an NPP in

. h . .. atransformed network graph, where each node has a positive

(where we are denoting; as the:*" node in the path if it valuer; and each edge is assigned a value, according to

participat_e_s in it). ) ) ) the following transformed utility functions.
The utility of each intermediate routing node equals t0 ku; the intermediate node

the expected payment it obtains from the source node times
the ongoing route reliability minus the transmission cost per I =
packet to its next hop neighbor. If the node does not participate o, = D T~ it
in the routing, it gains (and loses) nothing. k=

We now develop an algorithm to obtain an efficient Nashor the source node, we get
equilibrium for this game.

- 1 G —hp
log— <
]; o9 Rk =09 Csrc,vl

IV. THE ALGORITHM

Our goal is to develop an algorithm for computing an effiReplacinglog - asr;, as before and also replacigy 5"

CSTC.U
cient Nash equilibrium path that provides maximum reliabilitgs Csre.nbr, WE have: T
while ensuring that all nodes obtain non-negative payofae .
link between non-negative payoffs and the equilibrium path is ~
. . . Usre = Z Tk — Csrc,nbr
given by the following simple lemma. Pt
Lemma 1 If a path exists and it is a Nash Equilibrium, ] ) )
every node on the path must have non-negative payoff. With these log-transformed formulae, in the following, we

The proof for this lemma is straightforward. According tdill first find an NPP of smallesh_; from eachneighbor
the payoff function, a node would rather choose not to parti@f Source node. Then, if the source node is selfish, it picks
ipate in routing (with payoff) if joining the routing makes UP a feasible path prov@ed by nelg'hbors' that gives |t' smallest
its payoff negative. However, note that it is not necessary fge "+ — Csrenbr OF €lSe if cooperative with the destination,
all the paths with non-negative payoff to be Nash equilibriunf, PIcks the path with the smallest ;. In either case, the
We will term such a path a PPP (Positive Payoff Path). wpource only participates in routing if its own original expected

will correspondingly term a path with all routing nodes havingtility Will be positive. _ - o
non-positive payoff an NPP (negative payoff path). A polynomial time algorithm modified from Dijkstra’s al-

To find a positive payoff path, we first simplify the problerg%c:’rithm can be applied to find the NPP with the smal!est
to a more concise representation. According to the definitiofy, "% T0M €ach neighbor of the source to the destination.

we need that for each intermediate routing nogeits utility | "¢ Psuedocode for the algorithm is given below.
P Note that the original source does not participate in this
uy, > 0. This implies

algorithm, so we denote the neighbor in questionrasin the
. Ciit1 algorithm. In brief, the algorithm starts labeling nodes from
R, > =© . . " , . . .
H k= P the destination, applying Dijkstra’'s algorithm, with adding
k=i negative utility checking step. In the algorithm, each node has
_ a label which is a tupléfrom, (v;), ,, ). The first item in the
2We should note that in our model even any shortest-hop path that ensvlj‘rglesI indi f hich de th i bel . h
non-negative payoffs to all nodes is in Nash equilibrium. The algorithm wIPI€ Indicates from which node the label comes, 1.e., the next
present could be potentially modified to provide such a shortest-hop NdsBp of current node starting from source. The second term in

equilibrium path; however, our interest is in finding an efficient equilibriurgha tuple records the summation f, which is anamgous to
path that also provides maximum reliability. This allows us to characteri ’

the performance of the most efficient equilibrium path that can be obtainﬁae length in Diijtra,S algc_)rithm. The Fhird_ term tracks the
under different prices. current ¢ value. This algorithm is applied in turn for each




in any NPP from the graph does not affect the solution to the
NPP problem in any wayl)]
Theorem 1 The algorithm to find an NPP path with
minimum > r;, in the transformed network graph is correct.
Proof: (Soundness)the path found by the algorithm in the
transformed graph is guaranteed to be an NPP path since it has
a check step to make sure each node in the feasible set has a

Finding an NPP with Minimum " rj in Trans-
formed Network Graph
1) Initialize: Feasible set’S = {dst}, aII other
nodes labeled a6, oo, —), I(dst) =
2) while src ¢ FSAN(FS) # @

« for eachv; € N(F'S) non-positive payoff. The path is guaranteed to have minimum
— while (Jvy, € FS suchtha(v;,v) € E) > rg since in the algorithm, we always label smallest feasible
x 1(v;) = min(l(v;), > 1y first.
Min,, ¢ poA(v;0;)e (V) + 73)) let (Completeness) We need to prove that if there exists an
v; be the corresponding next hop NPP in the graph, the algorithm will return one. According to
node Lemma 1, since the edge deleted in the algorithm doesn't lie in
* if @, —c;; > 0: delete edgédv;, v;). any NPP, the algorithm doesn’t destroy any NPP path in the
x else: update the label triplet to graph. The algorithm terminates only under two conditions:
(v, 1(v3), L (v;) — ¢ 4); either it finds the NPP oN (F'S) = @ Asrc ¢ F'S. The latter
addv; to F'S; case indicates that the source and destination are separated
break into two isolated parts of the graph, which implies that there
— end while is no NPP in the original given graphl
. end for The computational complexity of the algorithm is polyno-
_ mial. The Dijkstra’s algorithm can be run in tin@(n?). For
end while each edge deletion in our algorithm, we need to retry the
labeling, which will cost at most extré(n) time for each
node. So the running time of our algorithm is bounded by
O(n?).
neighbor of the source before the source picks one of thesdNotice that when mapping the algorithm back to the PPP
neighbors to form the path, as described above. problem, we always choose the most reliable path among all

Since ther value is related to nodes instead of the links, wihe feasible paths. In the algorithm we keep adding the nodes
need a definition of neighborhood set for vertices in a givetith minimum summation of that still satisfies the negative
graphG(V, E). utility constraints. This observation can be used to prove that

Definition 1 Given a graphG(V,E), I c V,S Cc V, S path returned by this algorithm is a Nash equilibrium path
is the neighborhood set df (denote asV (1)) if and only if (if all nodes not on the path choose the null strategy of not
Yv; € S, v; ¢ T and3v; € T such that(v;,v;) € E picking any next-hop neighbor).

Lemma 2 Given graphG(V, E), if (v;,v;) € E is deleted Theorem 2 The path found by the algorithm is a Nash
in some step in the Algorithn{y;, v;) does not lie in any NPP equilibrium path in the PPP finding problem.
from src to dst in the original graphG(V, E). Proof (by contradiction): Assume that the algorithm returns

Proof: (by contradiction) Assume that there is a lik, v;) & PathP = (v1,v3, ..., 04, Vig1, ..., 05, ..vn) Which is not a
between nodes; ¢ F'S andv; € F'S deleted in some iteration Nash equilibrium. Without loss of generality, suppose only
lies in an NPP pattP = (vy, ..., v, v;, ..., v,). First consider One nodev; wants to switch his next hop from;,, to v,
that the edge(v;,v;) is the first link we delete during thewherej > i + 1. PathP = (vg, v1, ..., v, vj, ..., v,) IS also
algorithm. SinceP is an NPP, we hav® }_, 7). < ¢;j, i.e. @ PPP, since the payoff of the nodes befojeincreases by
> h—; Tk +7i < ¢ ;. Recall that in the algorithm, we checkthe increase of path reliability (remember< R, < 1) and
T, for trying to labelv; asmin(i(v;), the payoff afterv; (includingv;) keep unchanged. Thus path
mlnvjeFS/\(vI,vJ)eE(l(vj)+Tz)) And for nodev;, I(v;) is the P is one of the feasible paths. Since the path abandoned
minimum summation of values from node); onwards since some intermediate nodes, the path reliability ibfis larger
v; is in the feasible set. Hence, we have than P. This would imply that the algorithm should return
path P instead ofP, which contradicts the assumption. By
construction, the node has no incentive to switch its next hop
to a node that is not on the returned path since those nodes
do not pick any next-hop neighbdr
It follows that min(l(v;),l(v;) + i) < ¢; ;. Then, according ~As we mentioned before, the algorithm runs to obtain a
to the algorithm, edgev;,v;) should not be deleted. Thispositive payoff path to destination from each neighbor of
contradicts the assumption. Thus edgg v;) does not lie in the source node. If the source node is selfish, among all the
any NPP fromsre to dst in G(V, E). This argument can now feasible paths reported from its set of neighbors, it will pick
be inductively applied to the second edge that is deleted, tifve one that gives its maximum profit according to the source’s
third, and so on, because deleting an edge that does notuligity function. If the source node is cooperative, it will pick

Zm + 1 > (vy) + 1 > min(l(v;), l(v;) + 1)
k=j



the path which gives the highest path reliability. much destination pay is given in a fixed network topology.
The other observation of Figure 2 is that the portion of source
gain increases as the destination pay increases. This indicates
In this section, we present our simulation results. We haygat even if the destination increase the pay to the source to
two different simulation models that essentia”y y|e|d diﬁere%quest a certain re“abmw path, most of the money goes to
link cost distributions: ARQ-based, and distance-based.  the source instead of the routing nodes. It implies that even
In the ARQ model, we generate the network topologi the destination increase the pay, it will not get a path with
using a realistic link layer model [24]. The link layer modelgre reliability.
output a directed graph with each edge has its own PRRif e examine Figure 1 and Figure 2 together, we will
(packet reception rate). The link cost of edge, v;) in our  fing that at the maximum gain of the source node, the path
model is calculated as the average of the expected numbegdfapility is close to the maximum path reliability which
transmissions in each direction (assuming ARQ). However, W network can reach. This gives us an important insight:
find that most of the link costs are around 1 in this link layefaifish behavior of source node in such system will not
model. hurt system performance much. Figure 3 shows a side-by-
In the distance-based model, each node has same transg)igs comparison of source node behaving cooperatively and
sion range, but the link cost is made proportional to the squaigifish, for the ARQ model. These figures demonstrate that
of the distance between two nodes if they are in each othefgre is improvement of path reliability when source acts
transmission range. If the two nodes are out of each othegspperatively, but the improvement is not significant. We also
transmission range, the link cost between these two nodgs that the maximum path reliability will not have significant
are set to be infinity. The mathematical representation of thﬁprovement for any fixed network parameter when desti-

V. SIMULATION RESULTS

distance-based model is as follows: nation pay exceeds some threshold (around 50 here) that is
a-d(i,5)? if d(i,j) <T necessary to obtain a path. On the other hand, the routing path
Cij= o otherwise reliability will increase significantly (from 0.39 to 0.74) when

changing network parameters (in this particular simulation, we
whered(i, j) is the distance between node and nodev;; increase the number of nodes in the fixed area).
and T is the transmission range of the sensor nodes. In theFigure 4 shows the probability that a positive payoff Nash
simulation settingsq is set t00.1 (we also did extensive equilibrium path exists as a function of the price offered by
simulations for differento: values, similar curve trends arethe source under both models. For each curve of realistic link
observed). The distance-based model shows greater varialager model, corresponding to a fixed number of nodes (fixed
in the link costs and thus allows for more tradeoff betweetensity), we see that the curve increases to a point where it
link cost and node reliability than in the ARQ model whergs close to 1. This shows the existence of critical threshold
the link costs are more uniform. prices (independent of the exact configuration) that ensure the
We use a fixed 2 x 12 square meters area as our simulatiogxistence of a Nash Equilibrium path with high probability. We
area. In the distance-based model, node’s transmission raa® see that this price threshold decreases with the density, a
is set to5 meters. The node reliability is uniformly chosen afrend that is concrete visualized in the distance-based model
random in interval0.1, 1]. which is effected by node distance more seriously. This trend
Figure 1 illustrates the path reliability versus source pay because with growing density there are more choices to pick
for intermediate nodes when fixin@ to 300 (a sufficient large the path from, and there are a greater number of high quality
amount) for both models. From this figure, we can see that theks which incur low transmission cost.
density of the deployments increases, the maximum reachable
path reliability increases. This result is expected. When the VI. CONCLUSION
source pays more to intermediate nodes, the expected path ) o )
reliability increase too. We notice in both cases that wpen [N this paper, we described a destination-driven source-
exceeds some threshold the path reliability will remain almo&ediated pricing routing scenario involving three different
constant. However, the curves for the distance-based moid Of nodes: the destination, the source, and the intermediate
increase a bit more gradually while those for the ARQ-modBPdes. We presented a polynomial time algorithm which can
are sharp — this reflects the greater variance of link costs3Ye Us @ Nash equilibrium path and used it to evaluate the
the distance-based model. performance of the performance of the game with respect to
Figure 2 plots the source gain versus the source pay to fH&EeS apd sogrce behaviors for different network se.ttln.gs.
intermediate nodes with fixed number of nodes (30) and areal e simulations results demonstrate several key findings:
size. Recall that from the source utility function in Section « With the increment of the network density, routing paths
lll, source utilities in most cases are dominated by the term become cheaper and more reliable and the source payoff
of (G —hp) [1,,,epain Ri- INcreasing can lead to decreasing will increase.
of h and increment of [, . p,,;, 1i- Figure 2 shows that there « Even if the source node acts selfishly, it doesn’t nec-
exists a best strategy point for the source to maximize its essarily downgrade the reliability of the routing path
payoff, which is at the same routing price no matter how significantly.
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Fig. 4. Cumulative distribution function for the existence of Nash Equilibrium path when increasing source pay to each routing node: (a) ARQ model, (b)
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« Given a network, the increment of destination pay won’fe] S. Marti, T.J. Giuli, K. Lai, and M. Baker. Mitigating Routing Mis-

improve path reliability after some threshold. The source
will eat up the margins beyond this point. Thus this is

the desired point of operation for the destination. 7

In ongoing work, we have been developing simple math-
ematical models to analyze the trends demonstrated here via Processing, Canary Islands, Spain, January 2002.
simulations. One direction to extend the game is to add thél
destination as a player and explicitly incorporate the prices
G andp as strategies decided by the source and destination.
Another direction that is of interest for future work is to
consider scenarios where the destination can choose fr
several source nodes for a given piece of information. Thi]
will allow for an auction to be held among the source nodes
to optimize destination’s payoff.

[11]
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