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Abstract—Medium access techniques for wireless sensor synchronized with its neighboring nodes. During sleepquks;
networks raise the important question of providing periodic  the radios are completely turned off, and during activequis;
energy-efficient radio sleep cycles while minimizing the &l nay are turned back on to transmit and receive messages.

to-end communication delays. This study aims to minimize Alth h th hronized | dut | fi f
the communication latency given that each sensor has a duty oug € synchronized low duty cycle operation or a

cycling requirement of being awake for only 1 time slots on Sensor network is energy efficient, it has one major defigienc

an average. As a first step we consider the single wake-upit increases the packet delivery latency. At a source node, a
schedule case, where each sensor can choose exactly one @ampling reading may occur during the sleep period and has to
the  slots to wake up. We formulate a novel graph-theoretical o qyeyed until the active period. An intermediate node may

abstraction of this problem in the general setting of a low- h ¢ it until th . K bef it f q
traffic wireless sensor network with arbitrary communication ave to wait unul the receiver wakes up betore It can forwar

flows and prove that minimizing the end-to-end communicatio @ packet received from its previous hop. This is catiéekp
delays is in general NP-hard. However, we are able to derivenal  latency ([1]), and if all nodes are synchronized to the same
analyze optimal solutions for two special cases: tree topoyies schedule, it increases proportionally with hop length bippes
and ring topologies. Several heuristics for arbitrary topdogies are of schedule length (active period plus sleep period).

proposed and evaluated by simulations. Our simulations sigest | . h RO | lat . ti
that distributed heuristics may perform poorly because of he n scenarios where minimizing sleep latency IS not im-

global nature of the constraints involved. We also show that Portant (non time critical applications), [9] also presemt

by carefully choosing multiple wake-up slots for each senso excellent analysis on bounds on the delay of sending data
significant delay savings can be obtained over the single wakup  from a node to a sink using a completely decentralized duty
schedule case while maintaining the same duty cycling. Usirthis cycling scheme. They show that if each sensor turns on

technique, we propose algorithms that offer a desirable boud of ) .
d+ O(k) on the delay for specialized topologies like the tree and and off independent of the other sensors, the delay incurred

grid and a weaker guarantee ofO((d + k)logn) for arbitrary IS proportional to the distance of the node from the sink.
graphs, where d is the shortest path between2 nodes in the However the rate of this linear increase is not dependerti®n t

underlying topology and n is the total number of nodes. locations of the nodes, but on the node density, transnmissio
Keywords: Mathematical Optimization, Graph Theory/@nge and the average active and sleep durations. ,
Combinatorics, System Design The question arises whether energy-efficient duty cycling

may be maintained while reducing sleep latency. One approac

to this is the use o&daptive listeningvhere nodes that lie one

or more steps ahead in the path of a transmission can be kept
Wireless sensor networks (WSN) are expected to operatgake for an additional length of time (present as an exensi

for months if not years on small inexpensive batteries witlo the basic S-MAC in [2], as well as the T-MAC protocol [3]).

limited lifetimes. Therefore energy efficiency is typigathe This approach provides some reduction in sleep latencyeat th

primary goal in these networks. Previous works have idewtifiexpense of greater energy expense due to extended activatio

idle listening of the radio as a major source of energy wastagnd overhearing, but is not sufficient for long paths.

(e.g. [1], [3], [4], [5], [6], [7], [8]). Measurements on esting In a recent work [10], we investigated an alternate approach

sensor device radios show that idle listening consumedynedo delay-efficient sleep scheduling, designed specifictaty

the same power as receiving. In sensor network applicatiomseless sensor networks where the communication patsern i

where the traffic load is very light most of the time, it igestricted to an established unidirectional data gathetriee.

therefore desirable to turn off the radio when a node does nnthis case, we showed that the sleep latency can be eskentia

participate in any data delivery. eliminated by having a periodic receive-transmit-sleepley
The S-MAC medium access protocol (presented in [1{vith level-by-level offset schedules, in which data cassaith

[2]) introduced synchronized periodic duty cycling of sens step by step from the leaves of the tree towards the sink, with

nodes as a mechanism to reduce the idle listening energy castdes going to sleep as soon as they transmit their packets to

In S-MAC each node follows a periodic active/sleep schedulae next level, and waking up just in time to receive the next

I. INTRODUCTION



round of packets.

In this paper we seek to address a more general and harder
version of this problemhow should the activity of sensor
radio nodes be scheduled in arbitrary network communicatio
topologies, in order to minimize the sleep latency while
providing energy efficiency through periodic sleepRis is
clearly an issue of fundamental significance in the area of
wireless sensor networks, and to our knowledge has never
been investigated before. Unlike prior work in this areaiclth
has focused primarily on designing new sensor network MAC
protocols in an intuitive manner, we shall take an algorithm
approach.

The rest of the paper is organized as follows: We first
discuss the problem scenario and the assumptions madesin thi
study (in section Il). We define a graph-theoretic combiriato
optimization problem formulation for delay efficient sleep
scheduling (in section Ill) for the single wake up schedule
case where each sensor chooses exactly one of thiets
to wake up. We show (in section 1V) that this problem is in
fact NP-hard in general. However, we are able to derive and

analyze optimal solutions for some special cases, namely{:ig 1

Examples of slot assignment with= 3. The dotted arrows show

ring topology and any tree topology. For arbitrary topo#sgi the delay on each link in the corresponding direction.

we propose several heuristics in section V and evaluate them
using simulations in section VI. In section VII, we show that

a careful choice of multiple wake up slots for each sensgjj noqes have sequentially increasing slots (modgiothe
offers significant delay savings over the single scheduse Ce}atency will only be the number of hops between them times

with the same duty-cycling of.. Using this technique we , single slot lengthX-th of the schedule length). However a
propose algorithms with provable delay guarantees for, grigtheme such as the basic S-MAC scheme which synchronizes
tree and arbitrary topologies. Finally, we shall concludw 4 hoges to have the same cycle will have a latency as large
a summary and discussion of this work as well as fututg; e numper of hops times the duration of a full period. As
extensions (in section VIII). mentioned in section I, DMAC can achieve the ideal case for
any source to sink communication path for a unidirectional
data gathering tree. However, this study addresses the issu
In sensor networks with light traffic load, duty cyclingOf assigning slots to minimize the maximum delay between

h i # their radi h i ded) i nodes that can communicate in an arbitrary pattern. Cleexly
(where sensors turn o eir radios when not needed) 'Ss8en in figure 1, different slot assignments to the nodesan th

Il. PROBLEM SCENARIO AND ASSUMPTIONS

very useful technique for reducing the energy consumpti%%twork could result in significantly different path delays

due to idle listening. We usgé as a parameter that captures
the duty cycling requirements of an application. To achitnee
requisite duty cycling, a sensor should be kept awake on
average for; fraction of the time slots. We initially focus on

Before formally defining the problem, we describe our
%ﬁsumptions:

Synchronization: None of the discussion about sleep

the single wake up schedule case, where the schedule length scheduling would be relevant if there were not some

is k slots and each sensor is assigned one of #&hslots
during which it activates its radio for reception (known as
the active slot), while it can potentially transmit at angtsf

it has a packet to be forwarded. If a node has to forward a
packet to its neighbor, it can wake up at the active receptione
slot of that neighbor and transmit the packet. This conserve
energy of both the transmitting and the receiving node. fieigu

1 shows a couple of slot assignments on a network and the
resulting delays on each link. Consider figure 1 (b). Assume
that node A has a packet to send to node F. A would have
received this packet in slot 0, but can only transmit to E at
slot 1. Thus the delay from to E is 1 (as A waits for the
complete reception of the packet at sijt Similarly E can
only forward the packet to F in slot 2, thus incurring a delay
of 1 from E to F. In this case the end to end delivery latency
is 2. Ideally, if every pair of nodes can have a path on which

mechanism to provide time synchronization in the sen-
sor network. However, techniques capable of providing
micro-second level synchronization have been developed
for sensor networks [13], [14], [15].

Low Traffic.: We have assumed that there is very low
traffic within the sensor network. This is reasonable
in low-data-rate sensor networks where phenomena of
interest occur rarely. Energy-efficient low-duty cycles ar
only possible if this assumption is true. It also justifies
the fact that this problem formulation does not take
into account any queueing latency due to congestion, or
significant interference/collisions (though random asces
schemes may be implemented to handle occasional con-
tention during the active periods, as in S-MAC). Since
interference is not a primary concern in light traffic,
we have not incorporated any local vertex/edge coloring



constraints into our problem formulation which would In section, I, we formally define the problem of assigning
be necessary for graph-coloring based TDMA schedulstbts to nodes to minimize the network delay.

access mechanisms such as [16].

Packet-Length Slot: A related assumption we make is
that for such a low traffic scenario each reception slot is

of a fixed length that is sufficient only for the transfer | ot « _— (V,E) be an arbitrary graph. Let be the

of a single packet. Thus a packet may travel at most OB& ameter that dictates the duty cycling requirements. As
hop in a single slot. Longer fixed slot lengths would NQhentioned in section I, we initially focus on the single eak
be energy-efficient if traffic is low. _ up schedule case where the schedule length &ots and
Graph Abstraction: While several recent papers ingach sensor is assigned one of thesslots. Assigning a slot
sensor networks (e.g. [17], [19], [18], [20]) have shown 5. _ 1] to a nodei schedules to wake up (activate
that wireless links can be quite unreliable and varys ragio for receiving) only at slot. While i can transmit at
significantly in packet reception rates in each dlrectlorgl,ny slot, it can only receive data at the beginning of slot
we have_use_d a b_inary-link—ba_lse_d grap_h_—theoretic problgm; f:V —[0---k— 1] be a slot assignment function that
formulation in this work. This is justified because the,sqiqns 4 slot to every node in the graph. Cledirjetermines
communication graph we are referring to is not neCegg gelay incurred in transmitting data from one node to the

sarily the full wireless network, but a logical topologyyiher For a givery, let d;(i, j) be the delay in transmitting
which can be constructed, for instance, by filtering Qj5ia fromi to j where(i, ) € E:
)=1f

IIl. PROBLEM DEFINITION

blacklisting out all unreliable/unidirectional links. irs
have suggested that such blacklisting is necessary for k (if £(i) = f(4))

reliable packet delivery in any case [19]. 7(6,3) = { (f(4) — f(@)) mod k (otherwisg @
Arbitrary Communication Pattern: In sensor networks

where the traffic is restricted to data gathering from affrom the definition above, it also follows that:

nodes to a single sink, it is not necessary to minimize k(if £() # £()))

the delay diameter between any two nodes in the graph. d;(i,j) +ds(j,7) = { 2% (otherwise 2
However, this unidirectional traffic pattern is a special
case which has been addressed previously in the DMASelay on a pathP under a slot assignmerftis defined as
work [10]. In more sophisticated embedded wireless sen-

sor networks, which may involve complex patterns of in- df(P) = Z ds (i, 7) (3)
network processing, or communication between sensors (i.7)EP

as well as actuators, other traffic patterns are possible.

We formulate the problem for the more general case in As seen from the above discussion, duty cycling require-
section IlI-A, which as we shall show is in fact computaments will lead to increased delays in the network. We
tionally harder. Although we do not treat it in depth heregonsider the following scenarios:

an alternative formulation that can provide some way of

weighing different application-specific traffic patterrss i o

also defined in section I1I-B. A. All to All Communication

Fixed Number of Slots: In our formulation, we assume | this scenario, every pair of sensors is equally likely

that the number of slots available to the network igy communicate. Hence, it is desirable to assign slots to the
fixed. This essentially defines the duration of the periodifodes such that no two nodes incur arbitrarily long delays
sleep cycle, and the duty-cycle, which are assumed ifp communication. We characterize this network wide delay
be determinec priori by application-specific needs fOfusing the following definition:

energy efficiency as well as limitations on sleep/wakeup pefinition 1: Delay diameter (D;): For a given graph
times of the radio hardware involved. As we shall seg; _ (V,E), number of slotsk and a slot assignment
generally with a larger number of available slots, thﬁmctionf .V = [0---k — 1], the delay diameteiis defined
energy efficiency is higher but the end-to-end delay %maxi,jev P (i, ), where Py (i, j) is the delay along the
also longer. _ o __ shortest delay path between nodeand j under the given
Energy Conservation:Sensor node radios incur differinggo¢ assignment functioff.

energy costs in |_d|g listening, receiving and tra_nsm|SS|qH figure 1(a), thedelay diameteis 5, while in (b) it is8 (path
modes. Transmission costs are generally higher theng £ ) Thus, inall to all communication, our design goal
idle/reception costs. Technically, the minimum delay patf given as follows:

obtained may involve longer hops (more trqqsmiSSionS) Definition 2: Delay Efficient Sleep Scheduling (DESS):
than the minimum hop-count path on the original graphy; .\ o graptG = (V, E) and the number of slots, find an

Thus delay minimization can result in a slight increasgssig”ment functiorf : V — [0--- k — 1] that minimizes the
in the energy costs, however we believe this is a secoaglay diameteii.e '

order effect since the bulk of the energy savings in the
network are provided by the sleep mode of the radio. f = argmin{D;} (4)
fl



B. Weighted Communication slot assignment functioff : V' — [0,---k — 1], and positive

In this scenario, the frequency of communication betwedteightsws; for all i, j € V, is D™ < A. .
a pair of sensors is not the same across all pairs. This may V& Now prove the main complexity result:
happen in the case of a hierarchical network structure (like Theorgml_. DESS(G, k, f,A) is NP-Complete.
clustering). Here, it would be of interest to minimize the Proof: Given the slot assignment functiofy one can
average delay in the network, which is defined as follows: COMPute the shortest delay path from each node to all the
Definition 3: Average Delay diameter (D**): For a other nodes in polynomial time. Moreover, there are only
given graphG: = (V, E), number of slots:, a slo{ assignment & polynomial number of such nodes. The maximum delay
function f : V — [0---k — 1] and weightsw(i, j) > 0, the @mong all the pairwise paths should then be compared against
average delay diametes defined aszijev wi; * }f(i,j), A. All these steps can be done in polynomial time. Thus
where Py (i,j) is the delay along the shortest delay patIlPESS(G’ k. f,A) € NP.

between nodesand; under the given slot assignment function 10 Prove that DESS(G,k, f,A) is NP-Hard, we
1. show a polynomial time reduction from 3-CNF-SAT to

In weighted communicatiomur design goal is the following: PESS(G.2f",4) (which is a special case 8IESS(G, k, f, A)

Definition 4: Average Delay Efficient Sleep Scheduling with k_ - 2 A_ ~ 4 and f” which is defined Iater)_. This
(ADESS) Given a graph? = (V, E), the number of slotg, reductlon_ is S|m|l_ar. to the one used for _showmg _that
weightsw(i, j) > 0, find an assignment functiofi : V — constructing a minimum energy broadcasting tree in a

[0, -k — 1] that minimizes theaverage delay diametdre. ~ Wireless ad hoc network is NP-Hard [12].

f = argn}i,n{D;'f’g (5) Consider a 3-CNF formulaF' consisting ofn clauses

Intuitively, in both DESS and ADESS, the objective is t"d m literals i.e. I = c¢i Aca A\ ---cq, where eachy; =
color a graph with the giver colors such that the desired?it V %i2 V @iz and @y € {121, Zm, T }. FOr non-
global objective (minimizing thelelay diametein the former tr|V|a_I|ty, we assume that a clause does_ no_t _contaln_a litera
and theaverage delay diametein the latter) is achieved. and its complement (as such a clause is trivially satisf)able

The reader may perceive a connection to the well-knoylven @ 3-CNF formula, construct a graplr = (V, £) are

NP-complete graph coloring problem [11], which deals witfP!lOWs:

minimizing the number of colors needed to ensure that not) S € V.

two adjacent vertices are colored the same. However, a ke§) For each variable;: X;, X;; (representing:;), and X;»
difference between the graph coloring problem and DESS (representing;) € V.

(or ADESS) is that the former is essentially about a local3) For each clause;: C; € V.

constraint (adjacent vertices requiring distinct colomshile ~ 4) Vi € [1,---m]: (S, X;1) and (S, Xi2) € E.

the latter is inherently more global in nature: adjacentives ~ 5) Vi € [1,---m]: (X;, X;1) and (X;, Xi2) € E.

may share the same slot assignment but the maximum d¥) If z; appears irc;, (X1, Cj) € E. If #; appears irc;,
the shortest delay paths betwealh pairs of nodes must be (Xi2, Cj) € E.

reduced. We will show below that both DESS and ADESS afithe diameter (number of hops) daF is 4. Consider the

also NP-Complete. following slot assignment functionf’:
1) f'(S) =1 i.e. S wakes up only at slot 1.
IV. ANALYSIS 2) Vie[l,---m]: f'(X;) =1

; .ol —

We first prove that the decision problem correspondingii ;‘,7(;[1)":”5]”} fmgci?trTjellelsef’(Xz ) = 1. Moreover
to DESS is NP-Complete by reduction from 3- Conjunctive f’(Xz-l) % ;: 1 ' i ' ’
Normal Form - Satisfiability (3-CNF-SAT). We also show how _ i iz o e .
this reduction can be used to show that the decision verséﬁ?ek " 2, dy (i, j) n _df’(JvZ) =1 it f'(0) # f'(7). If

of ADESS is also NP-Complete. For two specific topologiek (1) = /(7). thendy:(i, j) = d(j, i) = 2 o _
(tree and ring), we formally characterize the optimal dolut This reduction can be comput.ed in polynomial time. Figure
for DESS. We then show how the optimal solution for a ring lllustrates the reduction for a given formuta We will now
may form a basic building block for an optimal assignmer10W that a formuld” is satisfiable iffD; < 4 in G.

for cyclic graphs using the grid topology as an example. If the formula F' is satisfiable, for every clausg, at least
one literalz; is true. Thus for every nodg; in G, there exists

anodeX; (k=1 ork = 2) such thatf’(X;x) = 0. Thus, we

A. NP-Completeness can make the following observations about the delays along
We first define the decision problems for both DESS arifie paths from various nodes t

ADESS. 1) Viel,--n]:dp(Ci — 8) =dp(S — C;) <2ie.
Definition 5: DESS(G,k, f,A): Given a graphG = there exists a path fror; — S and fromS — C; that

(V, E), number of slotsk, a positive numberA and a slot incurs a delay oR. Such a path i£; — X, — S (and

assignment functiorf : V. — [0,---k — 1], is Dy < A. vice versa) which has an alternatifig 1 slot assignment.

Definition 6: ADESS(G,k, f,w,A): Given a graph 2)Vje[l,---m]:dp(X; — S)=dp(S — X;) <2.ie.
G = (V,E), number of slotsk, a positive numberA, a it is possible to reaclb from every X; by incurring a



assignment for a ring might form a basic building block of a
good assignment on cyclic graphs.

1) Optimal Assignment on a Tree:

Theorem2: Consider a tred’ = (V, E). Let the number
of slots bek. Let the diameter ofl’ (in hops) beh (from
nodea to b, say). Then for every slot assignmefit V' —
0,---k—1], Dy > &,

Proof: Consider a path between two nodet ¢ having
x hops. Sinceél’ is a tree, this is the only path betwegrand
g. Consider an arbitrary slot assignment functipn vV —
[0,k — 1]. Now,

Fig. 2. Reduction from 3-CNF-SAT tdESS(G,?2, f',4). Here, ' = z
(:)31 \/fg Vfg) /\(fl \/:)32 1‘3) /\(:)31 \/:)32 V{L‘g) The satisfying as- df (p N q) _ Z df (Z‘” ZJ+1)
j=1

signment isz; =0, zg =0 andz3 = 1.
xT

delay of2. This is because for eack;, there exists an di(g—p) = Z(k — dy(ijyij41))
X, such thatf’(X;, = 0) (since f'(X;1) + f'(Xj2) = =t
1). A possible path fromX; to S is X; — X;, — S.  Thus,

3) Vj € [L,--m] : max{dp (X, S),ds(Xj2,9)} = 2. di(p—q)+ds(¢g—p) = ka

This is because exactly one ¢f(X ;1) or f/(X,2) will kx

bel and f'(S) = 1. max {d(p — q),dg(¢ = p)} =2 -
Thus, for any given pair of nodesandb, the maximum delay (6)

incurred on a path frome — S — b is at most 4. Hence, _ = | _ _ _
Dy < 4 (which is also the hop diameter f) This is true for each pair of nodes includimgand b. Thus,

> . : H hk H

If the formula F' is not satisfiable, there exists at leasto! €Very slot assignment functiofy Dy > 5*, whereh is
one clausec; such that none of its literals are true. Thust,heBd""‘mdeter OtE 2 the follow _ y .t'
dp(Ci X)) = dps (X0, Ci) = 2, for all (Ci,Xj0) € E '|?Se' on ehoremI , the fo OV\;mE asmgnm_en unction
(since f/(C;) = f'(X;x) = 1). Now, lety, be a literal that i minimize t edg ay diameterof the treeT = (V, E)
appears in;. Consider a path frord; to the nodeX;, (where WNOse fLOp diameter i (from a to b): Just use slot values,
Xip is the node that represents the complementy,ofFor O_and [5]. Let ‘?f@ = 0. Adjacent vertices are aSS|_gned
example, ify, — ., thenp — 2. If y, — ., thenp = 1) different slots (similar to a chess board pattern). In tlasec

) - z - . - z - . T PR . s\ . . _ k

Every path fromC; will reach a vertexX;; (such that the Vi,j i (i,j) € B max{ds(i,j) = ds(j,7)} = [5]. Hence

Yk e
corresponding variable;, appears ir;) for which f/(X ;) = M {ds(a— b),ds(b— a)} =[], which tightly matches
1. This first hop will incur a delay of. From X, one can the lower bound on thdelay diameteof T'. Thus, an optimal

either go t0S (f'(S) = 1) or a C; (f(C;) = 1) or X; slot assignment for a tree balances the delay in each directi
- J Jj) = J RS
(f'(X;) = 1). This hop also incurs a delay af At least one along a pgth as sh_own in figure 1(a)_. ] '
more edge has to be traversed to reach niige which has _2) Optimal Assignment on a RingiWe first show the
optimal assignment for the case where the number of nades

a delay of at leasl. Thus, there exist@ nodesC; and X, b . .
such that the shortest delay path between them has a delag\;aﬂa ring is a multiple of the number of slotsi.e. n = mk.
e then present a lower bound for the case when the number

at least5. Thus,Dy > 4.

Hence DESS(G, k, f, A) is NP-Hard. m ©f nodes is not an exact multiple.
As a corollary, we state the following: Theorem3: Considern = mk nodes0,1,---mk — 1

Corollary 1: ADESS(G, k, f,w, A) is NP-Complete. arrange_d on a ring ir_1 thg clock_v\_/ise direction. The optimal
Proof: If the weightsw;; are uniform for all pairs and SI_Ot aSS|gnment functlopf IS spgmﬂed as followsf(0) = 0.
j, then the same reduction as above can be used to show thel =@ < mk —1: fi) = (f(i-1)+1) mod k.
NP-Completeness A DESS(G, k, f,w, A). _Proof: We_W|II r_efer to such ar_1f as the se_quentlal slot
For the rest of the paper, we will focus only on DES assignment as it assigns asequentlally_mcreasmg slaloo
Although it seems unlikely that efficient algorithms willisx ) © the nodes around the ring (see figure 6 (a)). We prove

for DESS (or ADESS) on arbitrary graphs, in section Iv_éheorem 3 by contradiction. Fér= 2, it is easy to show that

we show how DESS can be efficiently solved for two specif%SSigning2 adjacent nodes the same slot incurs a delag of
topologies (tree and ring) In both directions on that link, while a sequential assignine

will yield a delay of1 in either direction. Hence, we focus on
] . N ] the case wheré > 3. For a sequential slot assignmefitit
B. Optimal Assignment on Specific Topologies is easy to show that theelay diameteiis given by:

In this section, we formally characterize the optimal as- Dy = m(k—1) )
signment functionf (that minimizes thedelay diameterD; p=m
) for 2 specific topologies: tree and ring. Using results frorAssume that there exists a slot assignment funcfigrsuch
simulated annealing on a grid, we also show how an optinthlat Dy, < Dy. In the rest of the proof, we will focus on the



delay in the ring due tg”. T
Consider a block ofr links on the ring from nodé to nodem

as shown in figure 3. Since we assumed that < m(k—1), 0"‘/ 1. ml m
the shortest delay path from notéo nodem (and vice versa) / A
must lie completely within the block. The alternative patish mk-1 e me

m(k — 1) links each incurring a delay of at least(If this
alternative path is the shortest delay path, it contradicis
assumption thaDy < m(k—1)). This is true for every block

of m links on the ring. Figure 4 shows the shortest delay path
for nodes within each ok such blocks.

Vi:i e [1,k],V5:j €[L,2], letd;; be the delay in block
from node(i — 1)m to im, while d;» be the delay in block
from nodeim to (i — 1)m as shown in the figure 4. We claim [

Fig. 3. Shortest delay path for a single blockraflinks.

that d,,i,, = min; ;{d;;} < 2m. This can again be proved by >0 s
contradiction as follows: | o
Consider a path from node to node “51m. There are two ’ : i “3
possibilities as shown in figure 4: o dzz »
1) 0 — m — 2m--- — £1m. The delay along this path 1};](?:“ T m
is at least’—Ld,;,;,. o
2) 0 — mk —m--- — £-1m. The delay along this path is . :
at least®41d,,,;,, N

Thus, if d,;, > 2m, it contradicts the assumption that ‘.
Dy < m(k — 1). Moreover, since each block has links, (kD2

each incurring a delay of at least
Fig. 4. Shortest delay path fdr blocks of m links each.
m < dpin < 2m

Let dyin = m+x, wherez € [0, m). Consider the block that  The proof is described in appendix X. A slot assignment
has the lowest delay....,. Without loss of generality, label that achieves this lower bound is illustrated by the figure 6
the starting and ending node in this blockrag& — m and0 (b).
as shown in the figure 5. Consider a path from node node In section V, we describe some centralized and distributed
mk —m —x. There are two possibilities as shown in figure Seristics for slot assignment on general topologies.
1) 0 - mk—m — --- — mk—m—x. Delay along this path
is at leastnk — d,in, + © = m(k — 1), which contradicts V. HEURISTIC APPROACHES

our assumption aboub;r < m(k —1). ) From the theoretical analysis, we know that DESS is NP-
2) 0 —m —2m--- —mk—m—uz. Delay along this path 5.4 hence it is unlikely that there exist polynomial time

is given by: algorithms for solving it. We instead propose several feeuri
k-2 tic solutions in this section and evaluate their perforneanc
D > Y di+(m—ux) through simulations in section VI.
=1
> (k=2)(m+z)+m-z A. Centralized Algorithm
> m(k—1)+a(k-3) Initially, all nodes are assigned the same slot and the
> m(k—1)(for k>3) (8) delay diameterD of the network is computed. By either

) ) . ) deterministic or random order, each sensor node calculates
This again contradicts our assumption thaty < m(k—

1).

Thu_s, for the_ r_ing withn = mk nodes, the sequential mk-2m  mk-2m+ 1 mkomex e mikem
assignment minimizes thdelay diameter [ ] .
For the case when = mk +t, for 0 < t < k, the optimal k-4

solution is slightly more involved. mk - 3m 0

Theorem4: For a ring withn nodes where. = mk + ¢,
for 0 < t < k, the following is a lower bound on the delay

diameter:
Dy > (m+1k- DRy ©) ~

X

|

m

wheren =mk+t=(m+ 1)z +y. Fig. 5. Paths from nodé to nodemk — m — x



« Local-DV: Its working is similar to Distance Vector
routing techniques. Each node maintains two Distance
Vector tables: a forward tablé" DV which stores its
shortest delayso all other nodes and a backward table
BDV which stores its shortest delaysom all other
nodes. These two tables can be calculated using the basic
Bellman-Ford technique. A sensor node also knows the
DV tables of its direct neighbors. A sensor node calcu-

Figo-I 6. (2C The Selquential Slotkasskiignm%mbtainedbfor Aa fling withn = 8 lates the DV tables for all possible new slot assignments

;Ooﬁtsai‘;g o r‘;s‘ri‘;t; E:?ithni )8' et o lf':( )6' $ Sisngt tﬁzs'ggtri“nfglt for itself. Let the maximum value of entries in the sets

construction for(n = mk + t). Here Dy = 9 which matches the lower of the two DV tables over all possible slot assignments

bound in equation 9. be maxd. The node will choose the slot which gives the
minimum mazxd.

. . . The pseudo codes of Local-Neighbor and Local-DV are shown
delay diametenof the network for all possible slot as&gnmentE

@

for itself while keeping other nodes’ slots unchanged. (Ial?)\:\::[hm Local-Neiahbor

the minimum of thedelay diametes of all possible slot 1 9 Each nod gh | fits di iahb
assignmentd,,,;,, is smaller than the previouwselay diameter _° a}c nodes get the slots of its direct neighbd¥ (s)
(dmin < d), the node changes its slot to the one that giv%s mind —MAX VALUE

the minimumdelay diameterand updatesl «— d,,;,. If the for by 0 tok—1 Ihotal slots

delay diameteis unchanged, it chooses the new slot or kees slot(s) ki .

the current slot with equal probability. Otherwise it keéjgs = fd(s,t) —delay froms_tot in N (s)

current slot unchanged. After all nodes finish this openatio®” bd(s, t) «—delay fromt in N(s) to s

the iteration can be repeated again. The number of itelsatioﬁ mazd —maz(fd, bd)

depends on limitations on the algorithm duration (which iff’ it mazd < mind

turn depends upon the size of the network). The pseudo cdde then mind —mazxd
for the centralized algorithm is shown below. 10. minslot <k

Aloorithm Centralized 11. slot(s) —minslot
gonthm tentraiize Algorithm Local-DV

;' (?s:s%rzggot 0to all/?gg;? Igia?meterof a 1. Each node calculate DV tabled"DV, BDV
3: for i —1lton /Inumber of iterations 2 Qet theF'DV, BDV  of its direct neighborV (s)
4, for each nodes in the network 3. mind —~MAX VALUE
4, for ky «0tok—1 [ltotal slots
5. for ky «0to k—1 /ltotal slots
6 ok —slot(s) 5. slot(s) «k
7' slot(s) «—k 6. updateF'DV, BDV
8. md DY G§ 7 maxd —maz(FDV,BDV)
9' it d . <d 8 if maxd < mind
16 ﬂ;”é‘; dd . 9. then mind «<—maxd
11' minslr:;;fn<—k 10. minslot <k
12' 4 g ! 11. slot(s) —minslot
13. then minslot «—k; with 50%
probability C. Randomization
14, minslot —ok with 50% The simplest slot assignment is to just randomly choose
probability a slot for each node once. In a dense network where a node
15. slot(s) «—minslot has a large number of neighbors (where multiple paths are

available for any pair of nodes), there is a high probabiliit
this assignment may lead to a short delay path. We call this
decentralized random slot assignment as Random-Average.
The centralized algorithm assumes complete knowledgeiie performance of this method is evaluated by the expected
the network topology and slot assignment. In this section Wg|ye of thedelay diameterThe randomized slot assignment
consider some localized algorithms in which a sensor noggn also be done in a centralized manner. We refer to this
only knows the information stored at its neighbors. centralized version as the Random-Minimum strategy. Adter
We propose two different localized algorithms. certain number of iterations of choosing random slots for al
« Local-Neighbor: A node knows only the slot assignmentie nodes, this strategy chooses the assignment that giees t
of its neighbors. It chooses a slot which minimizesinimumdelay diameteand then deploys the slot assignment
the maximum of its delays to and from its immediatén the network.
neighbors. This can be repeated for a certain number of While all the above heuristics can be used for any topology,
iterations. we next propose a specialized heuristic for the grid that

B. Localized Algorithms
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The dotted lines illustrate the concentric rings at eackllev Fig. 9. Thedelay diameterof the heuristic algorithms versus the number of

slots ) for a fixed grid size of x 9.
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centralized and the two local schemes had the same number
of iteration/ = 20 while the random algorithms ran fdrx k
times.

Figure 8 shows the results for different grid sizes while the
number of slots: is fixed at 15. By exploiting the structure of
the grid, concentric ring has the best performance compared
to all other schemes. The centralized scheme is slightlysavor
L I than the concentric ring at small grid size but is about 2
e IRREREb b A times worse than concentric ring when grid size is largehBot
s ss 6 65 7 75 & 85 o the randomized schemes perform worse than the centralized

erasee algorithm with Random-Min doing better than Random-Avg.

Fig. 8. Thedelay diametenf the heuristic algorithms versus grid size forMoreover the two localized algorithms also seem to perform
the number of slots fixed dt = 15. The grid is given asX' x X. poorly compared to the centralized one. This is possibly
because of the fact that thdelay diameterof a network

being a global property, the local optimization schemes do
not converge to the global optimum. Overall, we find that the
o ] centralized scheme can reduce theday diameteiof random

D. Concentric Ring for the Grid topology schemes by about 50%, while the concentric ring can provide

We believe that the optimal assignment on a ring can seryeurther reduction of about 50%.
as a basis for a low latency assignment on a grid that can Although & should be decided by the duty cycle require-
be viewed as a set of concentric rings with interconnectimgent of applications, it is interesting to see its impact loa t
bridges. The outer most ring is given a sequential assighmelelay diameterFigure 9 shows the results for different values
going in the clock-wise direction starting at 0. For everyest of £ while the grid size is fixed a® x 9. Clearly, thedelay
ring, a slot assignment is chosen that offers the lbesdy diameterincreases almost linearly with the number of slets
diameterfor that ring. An example of this assignment is showConcentric ring performs the best while local schemes perfo
in figure 7 the worst. We further evaluated these schemes on a larger gri

with 20 x 20 nodes and values df up to 20. We observed
VI. SIMULATION RESULTS similar trends in performance.

In this section, we evaluate the performance of the hearisti

algorithms on the grid topology (in section VI-A) and randonB8. Random Network

topology (in section VI-B) through high level simulations. \ye aiso tested the five schemes (excluding the Concentric

Since the current study focuses on comparing W&y gRing heuristic) on a network with randomly deployed sensor
diameter only across these heuristics, even the distributegljeg

algorithms are simulated in a centralized manner (without Firét we fixed the radio transmission range at 2. Figure 10

analyzing their overhead). We also assume that the numbgg 17 show the result with 100 nodes uniformly distributed
of slotsk is dictated by the duty cycling requirements of the, 5 10 x 10 square and & x 33 rectangle. In both cases, the

100

801

Diameter

exploits the structure of the topology.

application. centralized scheme performs best, followed by Random-Min.
] It is interesting to note that in the random network, Local-
A. Grid Network Neighbor now has a smalletelay diameterthan Random-

First we evaluated the six schemes on a grid topology: Cefvg. In the3 x 33 area, the Local-Neighbor performs quite well
tralized, Local-DV, Local-Neighbor, Random-Avg, Randomeven on comparison with the Random-Min scheme. We believe
Min and Concentric Ring. To have a fair comparison, thihis is not because Local-Neighbor perform better but bezau
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Fig. 10. Thedelay diameterof the heuristic algorithms versus the numberF. 12, Thedelay di f the heuristic algorith h di
of slots ) for nodes randomly deployed ini® x 10 area. The transmission ' 'd- 12. Thedelay diameterof the heuristic algorithms versus the radio
range is 2. transmission range for nodes randomly deployed & 10 area. Number
of slots is fixed atc = 10.
160 —— Centralized ) ) ) ) (0] 24
8— Local-DV J 4
10l § Hoonn .
=7 Random-Avg 0] !
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o 16r
141
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Fig. 11. Thedelay diameterof the heuristic algorithms versus the numberFig. 13. Thedelay diameterof the Random-Min algorithm versus radio

of slots () for nodes randomly deployed in3ax 33 area. The transmission

range is 2. transmission range for nodes randomly deployed ih0ax 10 area with

N = 50 and N = 100. The number of slot& = 10.

Random schemes perform worse in a random graph. In a gl the same duty cycling. Using the multi-schedule techsiqu
each internal node has 4 direct neighbors. In a random grapie, propose algorithms with provable delay guarantees.
however there is a probability that some nodes are bottlenec

(nodes through which several paths go through). An improper ViI
slot assignment for such a bridge node may hurt dekay

. M ULTI-SCHEDULE SOLUTIONS

In this section, we show how significant savings in terms

diametersignificantly. In a3 x 33 long rectangle, the proba- . : . :
. . : . . . of delay can be obtained if we use multi-scheduling where we
bility of a node being a bridge becomes higher, which is jikel ) X
allow sensors to wake up at multiple time slots. The schedule

the reason that the performance of Local-Neighbor is clo %rn th is increased proportionately so that each sensainsm
to the Random-Min scheme. This intuition is also backed by 9 prop y

; 1 . )
fou 13w sows ey dameteobiane by the 14 v aclon of e me st on an average, e
random schemes with 50 and 100 nodes. With 100 nodes P 9

the density and the average degree of the network increa networks where the latency between two sensors is at most

SES, . :
the random schemes have better performance because ongteeFj]eO(k) whered denotes the shortest path distance (in hops)
n

. . ween the sensors in the original network. This is a very
increased number of paths between any pair of nodes (a . : . ; .

useful guarantee, since this holds not just for the diarzder
hence fewer bottlenecks).

Fi 12 sh the effect of the radio t . but for an arbitrary pair of sensors. The difference between
R 'gtl;red | S dqws tei e](%: orthera l?h‘;all"lsm(ljs_ﬂontrang{ge shortest path and the latency of our algorithm is only an
q on the e_?ﬁ’. _|anb1e ErAs mcreas:ésé elay tI:me erhadditive O(k), which is independent of the network size and
dgcrea;ses_. h|s IS because an Increasedecreases the grapNy,e gistance between the communicating sensors. We obtain

lameter (in hops). ) weaker a guarantee for general networks.

Thus, for the single schedule case, where each node

chooses exactly one of the slots to wake up, we have
presented several heuristics in section V and evaluated th@- Tree Networks
through simulations in section VI. In section VII, we shovath Suppose the sensor network forms a tree. Arbitrarily
by carefully choosing multiple wake up slots for each sens@hoose a sensar as the root of the tree, and dend{eX)
we gain significant delay savings over the single schedude cas the shortest path distance of sen&oi(in hops) fromr.
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Consider the multi-schedule wher€ is awake during time Theorem6: Letd = (p—1i)+ (¢ — j) denote the shortest
slot ¢ iff either ¢t — I(X) or t + (X)) is divisible by2k. Thus path distance betweeN andY. Then the total latency (and
a sensor is only awake for at most%afraction of the time hence thedelay diametér due to the @ID-MULTI-SYNCH
slots. The multi-schedule length 2. algorithm is less thawd + 8k.

Consider two sensotX andY and letZ denote the least- Proof: The total latency for the packetig —t = (¢4 —
common-ancestor of{ andY in the rooted tree. Then thets) + (t3 —t2) + (t2 — ¢1) + (t1 — t). Butty —t3 = ¢ — j and
shortest path distaneebetweenX andY is given by(I(X)— t2—t1 = p—i. Hence(tys —t3)+ (to—t1) = p—i+q—j =d.
1(Z))+ (I(Y) = I(Z)); this corresponds to going up frodd  Further, at least one of the numbers+1,t+2,...,t+4k—1
to Z and then down fron¥ to Y. Informally, each sensor isis divisible by 4k, and hencet; — ¢t < 4k — 1. Similarly,

a part of two synchronized schedules, one going up the trige- t2 < 4k — 1. Thus, the latency of the above algorithm is
and the other going down. Hence we will call our algorithmat mostd + 8k — 2. [ |
TREE-MULTI-SYNCH. Assume that sensak gets a packet

at timet. To send a packet fronX to Y, the algorithm first . General Networks

waits for time¢; such thatt; +(X) mod 2k = 0. Then, this
packet is transmitted fronX to Z, one hop in one time slot
reachingZ at timet,. The algorithm then waits for time;
such thatt(3) — I[(Z) mod2k = 0, and then the packet is
transmitted fromZ down toY’, one hop in one time slot, till
it reachesY at time t,. The total latency for the packet is

We will use a general result about decomposition of net-
' works into trees. Suppose we are given an unweighted graph
G overn nodes. Letls (u, v) denote the shortest path distance
between nodes andv in G. Let ¢ be a large enough constant.
The following result is implicit in the work of Bartal [21]2P]
and Fakcheroenphol, Rao, and Talwar [23]:
ta—t=(t1 = 1)+ (t2 — 1) + (t3 — t2) + (ta — t3). Now, Theorem7: ( [21], [22], [23]) There exists a collection

(ts —t3) + (2 —t1) = d. Further, at least one of the numbers; ¢ clogn spanning trees of; such that for all nodes, v
t,t+1,t+2,...,t+2k—1is divisible by2k. Hencet; —t < e

2k — 1. .Similarly, ts — to < 2k — 1, yielding the following min dr(u,v) < de(u, v) - clogn.
theorem: TeS ; .
Theorem5: The total latency (and hence tdelay diam- Let lT(X)_ denote the level (i.e. d|§tan§:e from th.e root)
eten) due to the REE-MULTI-SYNCH algorithm is less than Of SensorX in tree 7" ¢ S. SensorX is alive at all times
d + 4k. t such that either — i7(X) or ¢t + Ip(X) is divisible by
Note that this is significantly better than the lower bound ¢£*)(¢logn) for someT" & S. The multi-schedule length

Q(dk) on the latency for the single wake up schedule (obtain&d "W ZICk logn, and each sensor is awake for at most a
in section IV-B.1), and hence multi-schedules gmevably fraction + of the time slots. To send a packet of information
better than single ’Wake up schedules for latency. from X to Y, we will find the treeT € S which minimizes

dr(X,Y), and use the REE-MULTI-SYNCH algorithm onT'.
Since the multi-schedule length 2&k log n, the latency (and
B. Grid Networks hence thalelay diameterdue to this algorithm will be at most
The multi-schedule is very simple. Consider sen¥omt dr(X,Y) +4cklogn = O((da(X,Y) + k) log n).
position (i, 7). X is awake during time slot iff at least one
out oft +1i, t —i, t + j, andt — j is divisible by4k. During VIII. CONCLUSIONS AND FUTURE WORK
any interval of lengthtk, a sensor is awake for at most 4 time  In this paper we have addressed the important problem of
slots. Hence, on an average, a sensor is awake for at moshigimizing communication latency while providing energy-

1 fraction of the time slots. The multi-schedule lengthlis efficient periodic sleep cycles for nodes in wireless sensor
We will now describe the algorithm for transferring anetworks. The objective is to minimize the latency given the
packet of information from sensof at position(z, j) to sensor duty cycling requirement that each sensor has to be awake for
Y at position(p, ¢). Informally, each sensor is a part of four% fraction of time slots on an average. For the single wake
synchronized schedules, one for each of the directions, amsl schedule case, where each sensor can wake up at exactly
hence we will call our algorithm @ID-MULTI-SYNCH. one of thek slots, we have provided graph-theoretic problem

Without loss of generality, assunmie< p andj < ¢q. Sup- formulations for arbitrary all-to-all (DESS) as well as gkted
pose the packet becomes available at tina sensotX. Let communication patterns (ADESS). We also proved that both
t; > t denote the first time instant such that-i mod 4k = 0. these problems are NP-hard. We then focused on the DESS
Forallr, 1 <r <p-—i—1, the sensofi + r,j) transmits problem and derived and proved optimal solutions for two
the packet at time, + r. Sincet; —i mod 4k = 0, it follows special casesyiz. the tree and ring topologies. For arbitrary

that ((¢t1 +r) — (¢+r)) mod 4k must also bé. Hence, sensor topologies, we proposed several heuristics and evaluhesd t
(i +r,j) is awake at timg; + r and can receive this packetthrough simulations. These simulations reveal severar-nt
in time to transmit it during the next time slot+r+ 1. The esting observations: that purely localized heuristicd tém
packet arrives at sens@p, j) at timets = t; +p — 1. perform worse than simple randomized slot allocationst tha

Let t3 > to denote the smallest time such thit — our centralized scheme can provide delay reductions ofrafou
jmod4k =0. Forallr,1 <r<g-—j—1,sensorp,j+r) 50% over randomized schemes and that specialized hesristic
transmits during time slat; + r. Using the same reasoning agthat exploit the topological structure) like the concenting
above, the packet arrives at sengarg) at timet, = t3+g—j. for the grid can provide additional gains. Further, we shibwe



11

that by carefully choosing multiple wake up slots, one cgm3] Jeremy Elson, Lewis Girod and Deborah Estrin, “Fin@iGed Network
obtain significant savings in the Iatency at the same duty Time Synchronization using Reference Broadcasts”AM SIGOPS

CyC“ng' Using this teChmque’ \_Ne prOpOS_e algomhms WItH4] J. G.ruenen and J. Rabaey, “Lightweight time synchration for sensor
provable guarantees on tree, grid and arbitrary graphsseThe networks”, inACM WSNA 2003.

results Obtalned from an algorlthmlc perspectlve are no\léﬁ] S. GaneriWaI, R. Kumar, and M.B. SriVaStaVa, “TlmlngHB Protocol

d ite diff f . K in thi hich h for Sensor Networks”, ilACM SenSys2003.
and quite ditferent from prior work in this area whic aﬁG] L. C. Pond and V. O. K. Li, “A distributed time-slot assigient protocol

focused primarily on intuitive MAC protocol designs (such a  for mobile multi-hop broadcast packet radio networksfiILCOM, pp.
S-MAC [1], T-MAC [3], and our own work on D-MAC [10]). 70-74, 1989.

. . . [i17] D. Ganesan, B. Krishnamachari, A. Woo, D. Culler, D. rigstand
In many ways we have only discovered the tip of an iceberg in " s~ wcker, “Complex Behavior at Scale: An Experimental $tuaf

this domain. Many interesting and challenging open problem Low-Power Wireless Sensor Networks”, UCLA CS Technical &tep

arise that we would like to pursue in our own future work ang UCLA/CSD-TR 02-0013, 2002. _ _
h h o [18] J. Zhao and R. Govindan, “Understanding Packet Dsli\ggrformance
present to the research community: in Dense Wireless Sensor Network®®CM SensysNovember 2003.

« Techniques to compute good lower bounds on the optinia$] A. Woo, T. Tong, and D. Culler, “Taming the Underlyingslses for

delay diameteffor an arbitrary graph. zRgélgble Multhop Routing in Sensor Network®®CM SenSysNovember
« Good distributed heuristics for the DESS problem. [20] A. Cerpa, N. Busek, and D. Estrin, “SCALE: A tool for SitepCon-
« In-depth analysis and algorithms for the weighted com- gectivitybASSZ%%%ment in Lossy Environments”, CENS TechinReport,
o eptember .
mun'cat'or_‘ average dglay problem (ADES_S)' Lo [21] Y. Bartal. “Probabilistic approximation of metric sggs and its algorith-
« Incorporation of local interference constraints similar t* mic applications”,37th IEEE Symposium on Foundations of Computer

TDMA scheduling problems to handle moderate to high Science pages 184-193, 1996. _ _
traffic scenarios [22] Y. Bartal. “On approximating arbitrary metrics by treeetrics”, 30th
. L . ACM Symposium on Theory of Computiig98.
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Let d; be the sum of the all the link delays of the block startin

at node .

mk+t—1

> 4 -

=0

(m+2)-01

= (m+2)(m+2)k
Let d,.;n be the minimum of all;s, thus:

(m+2)(m +2)k
(m+2)(m +2)k

mk +t
(2k —t)(m + 2)

mk +t

Consider the block that has the lowest defay,,. Without

loss of generality, letly = d.nin, = m+ 2+ 2 shown in figure
14, whereg = |Zk=t(m+2)

mk+t
m + 2 to node(. There are two possibilities:

(mk 4+ t)dpmin <

N

dmin >~

< m+2+

dmin

1) m+2—-m+3---—mk+t—1— 0. The delay along

this path |S(m + 2)l€ —dp.

2) m+2—->m+1---—1— 0. The delay along this path

is also(m + 2)k — do.
For both case, the delay D is given by:
D = (m + Q)k' —do
= m+2)k—(m+2+zx)
= m+1)k-1)+k—-1-=x

Since M < mEEL whenM =m + 2

m+2<1
mk+t — 2
Also becausd) < t < k andk > 3:
2k —t
— | <2
[z —7!<
So:
Lm+2.2k7tJ <1
mk+t k-1
2k —t
= 2 < k-1
x Lmk+t(m+ )]
k—1—2 > 0
D > (m+1)(k-1)

Thus we have proved that whél = (m + 2)k, thedelay
diameterwill be at least(m + 1)(k — 1). Similarly, it can be
proved that for any\/ > (m + 2), thedelay diametemwill be
no smaller thar(m + 1)(k — 1).

Hence for an optimal slot assignmenft, = (m +1)k. &

Now we will calculate the lower bound on thaelay

diameterof the ring whenn = mk + t. Similarly as the case

whenn = mk, we break the ring into blocks of size + 1
shown in figure 15.

n = mk+t=m+1zx+y

(10)

where0 <y <m+1

)J. Consider the path from node

12

dO
u—l—"-'___
-~ T
0—1 .. m+1— m+2 \
mk+t-1 m+3
0 /
Fig. 14. Paths from node: + 2 to node0
A
0 m+1
d2
dv
x(m+1) 2(m+1)
dx
Fig. 15. Shortest delay fat blocks of m + 1 links each

For any possible such block of + 1 links, let d,,;, be
the minimum delay. Thelelay diameterof the ring is(m +
1)k — dpin- If we get the maximum value at,,,;,, we then
achieve the smallest diamet&r= (m + 1)k — max(dn ).

Since) " d; = (m + 1)k, we have:

Z - dymin + dy < (m + 1)k
Q. < (m+1)k—d, < (m+1Dk—y
T T
max(dmin) = LMJ
x

Thus, the lower bound on thdelay diameterD for any
slot assignment functioif is given by:

(m+1Dk—y
T

Dy > (m+1)k—| J



