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Abstract—The wireless sensor networks community, has now routing structures formed taking into account unreliable links
an increased understanding of the need for realistic link layer can be very different from the structures formed based on
models. Recent experimental studies have shown that real deploy- 5 simplistic model. Similarly, the authors of [7] report that

ments have a “transitional region” with highly unreliable links, h liable link h iqnifi ti t fi
and that therefore the idealized perfect-reception-within-range such unreliable links can have a signimeant impact on routing

models used in common network simulation tools can be very Protocols, particularly geographic forwarding schemes. On the
misleading. In this paper, we use mathematical techniques from other hand, other works have proposed mechanisms to take
communication theory to model and analyze low power wireless advantage of nodes in the transitional region. For instance,
links. The primary contribution of this work is the identification 157 found that protocols using the traditional minimum hop-
of the causes of the transitional region, and a quantification of . ;
their influence. Specifically, we derive expressions for the packet count metrIF: perform poorly in terms of throughput, a'nd' that
reception rate as a function of distance, and for the width of @ new metric called ETX (expected number of transmissions),
the transitional region. These expressions incorporate important which uses nodes in the transitional region, has the best
channel and radio parameters such as the path loss exponentperformance. On the same line of work, by evaluating link
and shadowing variance of the channel; and the modulation and estimator and neighborhood table management, the authors in
encoding of the radio. A key finding is that for radios using . - .. '
narrow-band modulation, the transitional region is not an artifact £3] four'1d .that (;O'St;]based ngtlngfusmgnanlr_rI]_lrJ]m ef,\xpecctied t
of the radio non-ideality, as it would exist even with perfect- r@anSMISSIOMMETriC has a gooad performance. Ihererore, due to
threshold receivers because of multi-path fading. However, we the significant impact that nodes in the transitional region have
hypothesize that radios with mechanisms to combat multi-path  on upper-layer protocols, there is an increased understanding
effects, such as spread-spectrum and diversity techniques, canpf the need for realistic link layer models for wireless sensor
reduce the transitional region.
networks.
In order to address this need, some recent works [3] [7] [8]

|. INTRODUCTION have proposed new link models based on empirical data. While

se empirical models do play an invaluable role in improving

) th
Wireless sensor network protocols are often evaluatﬁ%g realism of protocol evaluation, they suffer from some

through simulations that make simplifying assumptions abo& nificant shortcomings. They do not provide fundamental

the link Izyelzr,ssuch Ias thet binary plerf[ezt_'reciptfn';v';h'r?hsight into the root causes of the observed phenomena. And
range moadel. Several recent empirical sudies [1] [2] [3] a\fﬁey do not provide a systematic way to generalize the models

questioned the val|d|_ty of these assumpﬂons. The;e Stu.d ﬁg., extend their validity and accuracy) beyond the specific
have revealed the existence of three distinct reception regi io and environment conditions of the experiments from
in a wireless link: connected, transitional, and disconnect hich the models are derived

The transitional region is often quite significant in size, and Is n the other hand. there exists a rich literature on wire-
generally characterized by high-variance in reception rates 6}8&2 communications, particularly in the context of cellular

asymmetric conne_ct_ivity. Particularly, in dense deployme Slecommunication networksthat provides a set of models
such as those envisioned for sensor networks, a large num €4 tools for analyzing the physical layer. In this study,

of th? links in the networlfl(even h|gher than 50%) can %e make use of these analytical tools to derive expressions
unreliable due _to j[he tran5|t|ona_l region. for the packet reception rate as a function of distance for
. Becausg of its inherent unrgl|ap|l|ty and extent, the Uransigerent settings, and to determine the width of the transitional
tional region can have a major 'T“p.aCt on the performan?;ggion. These expressions do not consider node mobility nor
of upper—layer protocolls. In [1] it IS shown that the dy'd namic objects in the environment; thus, while different links
hamics of even the S”_mp'ESt flooding mechgmsm and tQéperience different levels of fading, the fading for each link
topology of data gathering trees constructed in dense $eNS0L<cumed to be constant over time.
networks can be signif_icantly affected due to the asymmetricr . analysis done in this work provides some important
gnd occaS|qnaI Iong—d_lstance links cau_sgd by nodes Preseiiitributions. First, it allows us to delimit the influence of
in the transitional region. In [6] also, it is argued that the

1In cellular systems the transitional region is not of interest (except for

This work was supported in part by NSF under grant number 0347621, amddelling inter-cell interference) as cells are designed to fit only the connected
by a gift grant from Ember Corporation. region.



the wireless environment and the radio on the transitionaletric which finds high throughput paths. On the same line
region; furthermore, the derived expressions show how tbéwork, Woo et al. [3] study the effect of link connectivity
transitional region is impacted by important radio parametens distance-vector based routing in sensor networks. By eval-
such as modulation, encoding, output power, frame size amating link estimator, neighborhood table management, and
receiver noise, as well as important environmental parameteidjable routing protocols techniques, they found that cost-
namely, the path loss exponent and the log-normal shadbased routing using minimum expected transmissiometric
variance. Second, we are able to conclude that, for radios usstgpws good performance.
narrow-band modulation, the transitional region is present everRecently, Zhotet al. [7] reported that radio irregularity has
with perfect-threshold radios (i.e., that it is not an artifac significant impact on routing protocols, but a relatively small
of radio non-ideality alone) due to shadowing effects; hendegpact on MAC protocols. They found that location-based
radios with mechanisms to combat multi-path may reduce thauting protocols, such as geographic routing perform worse
transitional region. And third, we bring to the notice of thén the presence of radio irregularity than on-demand protocols,
community simple analytical models for the link layer thasuch as AODV and DSR.
can be used to enhance simulations. Through empirical studies, the previous works bring to light
The rest of the paper is organized as follows. Section thhe impact that the channel behavior has on protocol perfor-
positions our work in the current literature. The basic framenance at different layers. However, for large-scale networks,
work of the model is derived in section Ill, it shows how then-site testing may be unfeasible and models for simulators
channel and radio influence the transitional region. In sectiaill be needed. In order to help overcoming this problem some
IV, the model is extended for different environments, encodirigols and models have been recently proposed.
schemes, and frames size. This section also introduces thé& [3], the authors derive a packet loss model based on
transitional region coefficienf' as a mean to measure theaggregate statistical measures such as mean and standard
quality of the link by taking into account the width of thedeviation of packet reception rate (PRR). The model assumes a
different regions. Section V shows empirical experiments usgédussian distribution of the PRR for given transmitter-receiver
to validate and enhance the correctness of the model, afistance, which is not accurate.
provides theoretical models for several scenarios. Finally, weUsing the SCALE tool [4], Cerp&t al. [8] identify other
present our conclusions and future work in section VI. factors for link modelling. They capture features of groups
of links associated with a particular receiver, a particular
transmitter, a particular radio, and links associated with a
group of radios that are geographically close. Using several
Recent experimental studies [1] [2] [3] identify the existencetatistical techniques, they provide a spectrum of models of
of three distinct reception regions in the wireless link: conncreasing complexity and increasing accuracy.
nected, transitional, and disconnected. This behavior deviateA most recent model, called the Radio Irregularity Model
to a large extend from the idealized disc-shape model usedRIM), was proposed in [7]. Based on experimental data,
most published results. In [6], Ko&t al. provide data demon- RIM takes into account both the non-isotropic properties of
strating the unrealistic nature of some common assumptiahg propagation media and the heterogeneous properties of
used in MANET research. In real scenarios, packet losses leaflices.
to different connectivity graphs, and coverage ranges that arenhile these models are important steps towards a realistic
neither circular nor convex, and are often noncontiguous. channel model, their main drawback is that they are valid only
Several researchers have pointed out that the use of simjplethe parameters used in the deployment; among those we
radio models may lead to wrong simulation results in uppeitave: modulation, encoding, packet size, environment char-
layers. In one of the earliest works, Ganesan al. [1] acteristics, noise floor and output power. If these parameters
presented empirical results from flooding in a dense sensge modified the empirical model is either not valid or not
network and study different effects at the link, MAC, anchccurate.
application layers. They found that the flooding tree exhibits On the other hand, years of research in wireless commu-
a high clustering behavior, in contrast to the more uniformlyications, particularly cellular networks, provide a rich set of
distributed tree obtained with a disc shape model. models and tools for analyzing the physical layer [13]. Two
Zhaoet al. [2] report measurements of packet delivery foof these tools are of significant importance to understand the
a sixty-node test-bed in different indoor and outdoor envirotransitional region, the log-normal shadowing path loss model
ments. They study the impact of the wireless link in packéto model the environment) and the bit-error performance of
delivery at the physical and MAC layers by testing differentarious modulation and encoding schemes with respect to the
encoding schemes (physical layer) and different traffic loadignal to noise ratio (to model the radio).

(MAC layer). The research done so far has identified the channel mod-
In [5], De Coutoet al. present measurements for DSDV anelling problem and its impact on upper-layer protocols, it
DSR, over a 29 node 802.11b test-bed and show that whedso has proposed some realistic channel models. However,
the real channel characteristics are not taken into accoumhat is missing is a clear understanding of the causes of
the minimum hop-count metric has poor performance. Bhe link behavior. Our work presents an in-depth analysis of
incorporating the effects of link loss ratios, asymmetry, arttie transitional region and provides theoretical models for

interference, they present thexpected transmission countthe link layer showing how PRRs vary with distance for

II. RELATED WORK
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Fig. 1. Channel Modelp =4, 0 =4, P, = 0dBm Fig. 2. Radio Model: Non-Coherent FSK, NRZ radjp= 50 bytes

different radios and environments. The model presented inWhered is the transmitter-receiver distane®, a reference
this work does not consider interference, which is part of ogistance,n the path loss exponent (rate at which signal
future work. Nevertheless, in scenarios where the traffic afg@cays), andX, a zero-mean Gaussian RV (in dB) with
contention are relatively light; a very reasonable assumptigindard deviatior (shadowing effect$) In the most general
for many classes of data-centric sensor networks, our mo§éfe. X, is a random process that is a function of time, but,

provides an accurate estimate of the links' quality. since we are not assuming dynamic environments, we model
it as a constant random variable over time for a particular link.
lIl. DELIMITING RESPONSIBILITIES THE CHANNEL AND The received signal strengttP() at a distanced is the
THE RADIO output power of the transmitter minu3L(d). Figure 1 shows

The transitional region is the result of placing specific d an analytical propagation model fer=4, o = 4, PL(do) =
: . o ) 5 dB and an output power df dBm.
vices, for example MICA2 motes, in an specific environment,
like the aisle of a building. With the intend of analyzihgw B. The Radio
the channel and the radio determine the transitional region

study their interaction. section assumes NRZ encoding. Section IV provides models

for other encoding schemes.

i The steps followed to derive the radio model are similar

A. The Wireless Channel to the ones in [9]. LetP; be a Bernoulli random variable,
When an electromagnetic signal propagates, it may QfhereP; is 1 if the packet is received and 0 otherwise. Then,

diffracted, reflected and scattered. These effects have tw , transmissions, the packet reception rate is defined by

important consequences on the signal strength. First, t?eg;‘_l P,. SinceP;s are i.i.d. random variables, by the weak

signal strength decays exponentially with respect to distanggy of large numbers PRR can be approximated FBjy?;],

And second, for a given distanag the signal strength is where E[P,] is the probability of successfully receiving a

random and log-normally distributed about the mean distanggscket.

dependent value. If NRZ is used and 1 Baud = 1 bit, the probability of
Due to the unique characteristics of each environment, m@gjccessfully receiving a packet is:

radio propagation models use a combination of analytical

and empirical methods. One of the most common radio p =(1-P)%1—-P.,)30=0 @

propagation models is the log-normal shadowing path loss =(1-P.)%

model [13F. This model can be used for large and small W

[11] coverage systems; furthermore, empirical studies [1%%

have shown the the log-normal shadowing model provid

more accurate multi-path channel models than Nakagami an

Rayleigh for indoor environments. The model is given by:

here f is the frame sizg /¢ is the preamble (both in
tes), andP, is the probability of bit errorP, depends on the
dulation scheme, for non-coherent FSK (modulation used
ICA2 motes), P, is given by:

1
d P.=—exp 2 3
PL(d) = PL(do) + 10nlogio(~-) + X, 1) °T 2 3
0
3n ando are obtained through curve fitting of empirical daRik (dp) can
2The model is valid only for the transmission frequency and environmehe obtained empirically or analytically.
where the data was gathered. 4A frame consists of: preamble, network payload (packet) and CRC
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Fig. 3. Analytical Observation of the Transitional Region Fig. 4. Analytical PRR vs Distance, obtained through equation 9

Wherea is thef,—g ratio. Hence, the PRR is defined as: kHz. Considering an ambient temperature of 360(27 °C,
75°F) and no interference signals, the noise floor is -115 dBm.
The noise figure provided in [14] is only for the chip,
and does not include losses due to board implementations.
Nevertheless, most commercial radios do not provide tipgence, the noise figure of the final hardware will be higher.

&+ metric, but the RSSI (Received Signal Strength Indicatom) section V, the noise floor is redefined based on empirical
of the received signal. The RSSI measurements can be uggshsurements.

to determine the SNR (Signal-to-Noise ratio); henceforth, in
this work, the expression based % are converted to SNR.
The relation between SNR an% is given by:

1 _a.gf
p=(1-exp #)¥ @

D. Putting all Together

Given a transmitting powef;, the SNR~ at a distancel

E, R (5) is:

NR=—2_——
SNR No B

Where R is the data rate in bits, an®,y is the noise
bandwidth. For MICA2 motesR = 19.2 kbps andBy = 30

kHz. Finally, the PRRp in terms of the SNR~) is given by:

v(d)ag = P; ap — PL(d)ap — Py aB 8)

Henceforth, the PRR at a distanddor the encoding and
modulation assumed in this section is:
1 o
p=(1-gexp 2ven)¥ (6)

1 ~
P = (1= gep™F wi) ©)

The curve in figure 2 shows equation 6 (receiver response)
for a frame size of 50 bytes. As we shall see later, this curveWith the aim of obtaining the radius of the different regions,
plays an important role in determining the different regionslet us bound the connected region to PRRs greater than 0.9,
and the transitional region to values between 0.9 and 0.1. If
we letvyy ¢ and~yr, 45 be the SNR values for PRRs of 0.9

C. The Noise Floor . . .
) ) _.and 0.1 respectively, then from equation 9 we obtain:
Another important element that determines the transitional

region is the noise floor, which depends on both, the radio
and the environment. The temperature of the environment in-
fluences the thermal noise generated by the radio components

(noise figure), the environment can further influence the noise_l_h . i determine the bounds of th .
floor due to interfering signals. When the receiver and the € previous equations determine the bounds of tn€ regions
antenna have the same ambient temperature the noise flodf! i%he rad_lo model. Now, let us analyz_e how thes_e bounds
given by [13]: m_teract Wlth_ the chann(_el model to define the radius of the
different regions at the link layer.
Due to the gaussian characteristic of log-normal shadowing
in the path loss model, the received signal strengtttan be
Where F is the noise figurek the Boltzmann’s constant, bounded withint20, i.e. P(u — 20 < P, < p+ 20) = .955.
T, the ambient temperature arii the equivalent bandwidth. If we let PL(d) = PL(dy) + 10nloglo(%), then, for a given
MICA2s use the Chipcon CC1000 radio [14], which has autput powerP;, the received powelP,. at a distanced is
noise figure of 13 dB and a system noise bandwidth of 3unded by:

Yo aB = 10l0g10(—1.28 In(2(1 — 0.957)))

10
VL a5 = 10l0g1o(—1.28 In(2(1 — 0.157))) (10)

P, = (F +1)kT,B )
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_ and end of the transitional region match the analytical values
Pry(d) =P, — PL(d) + 20 obtained.

P,p(d) = P, — PL(d) — 20

Figure 3 shows the physical interaction of the channel and
radio models (equations 10 and 11). The transitional region

begins when the,. values (%,) enter thel, +~y limit, and vides a general framework to evaluate the transitional region.

ends when the®, values () leave theP, + vy, limit. By -y section, we extend the model for different environments
combining equations 10 and 11, we obtain the conditions f%d radio characteristics

the limits of the different regions:

11)

IV. DETAILED ANALYSIS OF THE MODEL
The theoretical model derived in the previous section pro-

Due to space constraints, we focus the analysis of the
model on non-coherent FSK, which is the modulation used
in the MICA2 architecture. This modulation technique will
be the basis to compare thecoefficients of diverse environ-
ments, with different encoding schemes and frames size. The
probability of bit error for other modulation techniques are
widely available [13], and can be easily inserted in the model.
Section V provides expressions for some common modulation
techniques.

Py = yL + P,

P = YU + P,

Finally, the beginningd;) and end {.) of the transitional
region are given by:

12)

Pp 4~y — Py +PL(dg)+20
ds, =10 —1on

Pn+~y —Pt+PL(dg) =20
d. =10

—10n
Equation 13 provides absolute values for the radius of the
regions. However, a comparison of the regions’ size betwegn Fix the Radio Characteristics, Modify the Environment
different scenarios may be desirable. With that aim, we defmeDue to the numerous applications envisioned for wireless

the transitional region coefficient’, which is the ratio of sensor networks, an specific device will be required to work

the ﬁr_a@us_ofd tff]_e :jrans.monal and connected regions. TRS yitterent environments. The model allows to estimate the
coefficient Is defined as: influence that the environment has in the different regions,

(13)

d, — d which can be used to evaluate the performance of the network.
I'= d, (4) Usually a wireless channel is considered benign if both, the
. . path loss exponent and the shadowing standard deviation
Which leads to: ) .
are small. Nevertheless, as figure 5 (a) shows, while a small
Gu=vp)+ie decreases thE coefficient, a smalh increases it. Henceforth,
=10"" 1on -1 (15)

scenarios with highw and lowo are preferable in terms of the
The lower the coefficient the better, since that implies & coefficient. Figures 5 (b) and (c) show the physical impact

larger connected region compared to the transitional one. FEdrthese two parameters in the transitional region.

example, in the disc-shape model, = 0 and vy = ~;, In figure 5 (b),n is set to 4 ands has values of 1, 2

which leads toI’ = 0. It is interesting to observe that theand 4. The SNR bounds of the radio model are fixed and

ratio between the regions is independent from the noise flaodependent of the environment, hencegdacreases, thé,

and output power.

For the parameters chosen in this section (frame gize
50 bytes and transmitting poweét, = 0 dBm), we obtaimny,
= 9.9 dB andy, = 7.6 dB, which leads tal; = 11.3 m,d,

values have a higher probability of entering the transitional
region at closer distances from the transmitter, and leaving
it at farther distances; which results in a larger transitional
region.

= 32.4 m and = 1.9. Figure 4 shows the analytical PRR vs Figure 5 (c) shows the impact ef ¢ is set to 1 and: takes
distance obtained by equation 9, we observe that the beginniadues of 4, 5 and 6; the higher, the faster the decay of the
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signal strength and the thinner the width of the transitionahpabilities of SECDED, which comes at a cost of energy
region. efficiency (encoding ratio 1:3). NRZ, 4B5B, and Manchester
Finally, it is important to mention that even though figure Bloes not provide error correction. Nevertheless, for the same
(a) shows the curves of a radio using NRZ and frames of pAcket size, the encoding ratios are 1:1, 1:1.25 and 1:2
bytes, similar trends are observed for other encoding schemespectively; resulting in higher SNRs required, which lead
and frames size. to smaller regions.
Though done for ASK modulation, empirical results for
B. Fix the Environment, Modify the Radio Characteristics different encoding schemes [2] agree with the expected the-

Some WSN applications will require the optimization 0{;)re'ucal behavior, i.e. for the same environment, SECDED

the radio for a specific environment. In these cases, it will B;glows a larger connected region than Manchester encoding.

important to explore different encoding schemes and observé=Ven though the absolute radius of the regions are of
the influence of the frame size. interest in protocol evaluation, and their length can be obtained
Figure 6 shows the radio model (PRR vs SNR) for differeffrough equation 13; in the design of the radio, the main goal -
encoding schem@¢NRZ, 4B5B, Manchester and SECDED w!th reg_ards to .the regions—is to increase the connected region
and various frames size. without increasing the transitional one. Henceforth, rather than
For any encoding scheme, as the frame size increas%%r,npa””g absolute distances, thecoefficient will be used.
the SNR bounds increase (curves shift right) which leads toTable I shows theyy — ~, for the different encodings
smaller connected regions. On the other hand, for the safd frames size. The lower thg; — 4, the thinner the
frame size, the SNR bounds required by SECDED are tHansitional region, SECDED shows the highest value among
smallest (largest connected region), followed by NRZ, 4B:5#€ encoding schemes; and, for a given encoding, as the frame
and Manchester. This result is due to the error correcti§ie increasesyy — vy, decreases.
Finally, table 1l shows tha" coefficient of different radios
# a environment withe = 4 ando = 4. As we observe, the
encoding or frame size do not have a significant impact on the

5The plots represent frames with a preamble length of 2 bytes for
encoding schemes.
8SECDED encodes each byte into 24 bits

SNRRANGE vy — 71, FOR ANON-COHERENTFSK, NRZ RaDIO

encoding | 50 bytes| 100 bytes| 150 bytes encoding | 50 bytes| 100 bytes| 150 bytes
NRz 2.2785 2.0347 1.9151 NRZ 1.8639 1.8240 1.8046
4B5B 2.1938 1.9671 1.8551 4B5B 1.8500 1.8130 1.7950
Manchester| 2.0347 1.8384 1.7404 Manchester| 1.8240 1.7923 1.7766
SECDED 2.5677 2.2180 2.0489 SECDED 1.9120 1.8540 1.8263
TABLE | TABLE I

I" COEFFICIENT FOR ANON-COHERENTFSK, NRZ RaDIO
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T coefficient. No significant impacts were observed for othé PRR, and not '0/1’ links; and the environment is the
values ofn ando either. cause of the random (non-monotonically) decreasing trend.

And third, given that multi-path effects play a significant role
in determining the transitional region, receivers able to combat

C. Can the transitional region be removed with a perfec{-hese effects may improve significantly the quality of the link.

threshold radio?

The previous section shows that modifying the encoding V. EMPIRICAL VALIDATION OF THE MODEL

or packet size does not reduce significantly theoefficient,  |n order to enhance and validate the theoretical model
this result leads to an interesting questi@an the transitional deve'oped, MICA2 motes were used to perform empirical
region be removed with a perfect-threshold receiver (iie=  evaluation. First, we describe the methodology used. Then,
7.)?. Figure 7 shows analytical PRR vs distance plots wheyg redefine the noise floor; after that, the channel parameters,
perfect-threshold and real receivers are placed in ideal atnd, are obtained; and the radio model is compared with
real environments, by an ideal environment we refer to of§e empirical results. Finally, we evaluate the accuracy of the
with no shadowing effectso(= 0); the real receiver and real gnalytical link layer model derived (PRR vs distance).
environment follow the models derived in section llI.

Figure 7 (a) shows the PRR vs distance for a perfeck: Methodology

threshold receiver in an ideal environment, this curve is the . . . .
’ Two different environments were tested, an indoor envi-

disc-shape model commonly used in many simulators. I:'gur?o7nment (aisle of a building), and an outdoor environment

(b) shows a real receiver in an ideal environment, this scena] 1Sotball field). For each environment, a chain topology of 21
results in a small and deterministic transitional region, whe ICA2 motes was deployed with noéjes spaced every meter
the PRR degreases m°r?°‘°”‘0"’?”y with TeSpeCt to distancr%.e frame size was 50 bytes and Manchester encoding was
Figure 7 (c) is the most interesting plot, it showperfect- used with a preamble of 28 bytes. A simple TDMA protocol

threshold receiver in a rgal enylronmenm this scenario was implemented to avoid collisions. Upon reception of a
~vu = 7L, Which leads to binary links (0 or 1). Nevertheless

in this ideal 0 the bi fact i .th.ﬁacket the sequence number and the received signal strength
even In this ideal scenario the binary pertect-receplion-withihyy, y a6 stored: simultaneously, the noise floor was measured

range model does not capture the behavior of the link, singg taking samples of the idle channel. For both environments;
there exist a region where a link can randomly take Values\?irious power levels were tested (frc;m -20dBm to 5dBm in’
0 or 1. Finally, figure 7d) shows the real behavior of the lin teps of 1dBm), due to space constraints we present results
Figure 8 shows the analytical behavior of a perfect-thresh medium (-7,dBm) and high (5 dBm) powers. For each
receiver. We can observe that for a perfect-threshold receivgég i

the transitional region would b d by the shadowi Wwer level, each node transmitted 100 packets, at a rate of 5
€ transitional regio ould be caused by he shado ckets/sec. After all nodes transmitted their 100 packets, the
variance of the environment. Given that the shadowing vary

ance is caused by multi-path effects, we hypothesize th YeragePr (RSSI) and PRR were measured for all the links

T . . . . 'the network.
to have a significant impact in decreasing the transmon%\

region, receivers should use mechanisms that qombat muéu The Noise Floor
path effects, such as spread spectrum and diversity techniques.. ] ]
This subsection provides some important conclusions. First,F19ure 9 shows samples of the noise floor for both environ-

a perfect-threshold receiver would not solve the transition@€nts. The average noise floor is approximately -105 6Bm

region problem due to multi-path effects. Second, in realrrye noise fioor difference in both environments is due to slightly different
scenarios, the radio is the cause of obtaining continuous valtesperatures, and sensitivity inaccuracie$@B [14]).
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which has a 10 dBm difference with respect to the specifizehs shifted according to the average noise floor (-105 dBm).
value obtained in section IlI-C. This difference is mainly dudn analogous trend is observed on the empirical response
to the fact that in the initial calculation we did not consideof the receivers and the radio model; furthermore, the radio
the losses from the output of the chip to the antenna. Thassponse is independent of the environment due to the similar
losses depend on the board implementation and are beytemiperatures in both scenarios.

the scope of this work. Hence, for the model, let us redefine

the noise floor to an average value of -105 dBm. D. The Link Layer Model
_ For the parameters used in the experiments, table IV shows
C. The Channel and Radio Models the expected radius of the different regions. Figures 11 and

The channel parameters: (and o) were obtained from 12 show the empirical and analytical results of the link layer

figures 10 (a) and 10 (b). However, there was a small comp#ibstraction (PRR vs distance) for the outdoor and indoor
cation to obtain them in the outdoor environment — figure 1@wironments, respectively.
(b). Due to the noise flootP, values below -100 dBm were Figures 11 (a), 11 (b), 12 (a) and 12 (b) correspond to the
not detected (values were recorded only for received packegypirical results; and figures 11 (c), 11 (d), 12 (c) and 12
For this reason, only the closest distances {Bm) were (d) are their analytical counterparts. The radius obtained in
considered in the curve-fitting. Table 11l shows the parameters

for both environments. environment| n (95% conf. bounds)| & (95% conf. bounds)
Figures 10 (c) and 10 (d) show the radio model and the [“outdoor 47 (430 - 5.10) 4.6 (2.80 - 6.40)

PRR vsP, of three different receivers for both environments; | _indoor 3.0 (2.67 - 3.23) 3.8 (2.60 - 5.00)

the receivers were located at the beginning, middle and end of TABLE 11l

the chain. The radio model was obtained from the parameters CHANNEL PARAMETERS

used in the deployment. Since the model is based on SNRs, it
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table 1V fairly approximate the real behavior. Also, by simplan SNR value falls within they; —~;, region is low compared
inspection a similar distribution of the PRRs is observetb the probability of falling either in the high or low regions.
However, in order to verify the correctness of the model, Iét is important to remark -and can be easily observed- that
us compare the empirical and analytical distributions of thiedependently of where the SNR distribution is centered, SNR
PRR as a function of the transmitter-receiver distance. Fealues have a low probability of falling within the; —
example, a link in the connected region is expected to havegion. Figure 13 (c) is the analytical counterpart of figure 13
with high probability, a PRR above 90%; while a link in thga) for the high-power-outdoor environment. Similar trends are
transitional region, depending on whether the node is at tbbtained for other scenarios.

beginning, middle or end of this region, will have different Finally, one of the goals of this work is to provide a realistic
PRR distributions. Notice that the distributions depend on thiek layer model for low power devices. With that aim, table
transmitter-receiver distance for the given channel and radiopresents a comprehensive list of equations for different
parameters, and are constant in time due to the focus on statdulation and encoding technigfies

environments of this work.

In figure 13 (a), each curve shows the PRR distribution of V1. CONCLUSIONS ANDFUTURE WORK
transmitter-receiver distances between 2 and 20 m (in step§he impact that the channel behavior has on the perfor-
of 1 m) for the outdoor-high-power scenario. Three curvasance of upper-layer protocols in wireless sensor networks
are specially highlighted, one on each region. As expectadguires a clear understanding of the different regions of low
curves in the connected and disconnected regions show a higlver wireless links. We have presented a detailed study of
probability (~ 1) of having high (90%) and low 10%) the transitional region. Some of the key contributions and
PRRs, respectively. However, the curve in the transitionebnclusions of this work are:
region —all curves in general- show a strong bias to either, Mathematical link layer models are presented for the
high or low PRRs, with a small probability of being between  statistical variation of packet reception rates with respect
10% and 90%. This behavior can be explained in light of the  to distance (for different environment and radio character-
model derived in this work. istics). This analysis yields the boundaries of the different

Figure 13 (b) shows the radio model and three SNR distri- regions — connected, transitional, and disconnected. The
butions of tentative receivers. The left-most curve represents a methodology presented can be easily extended to other ra-
node in the disconnected region, where low SNR values result dios that use different modulation and encoding schemes.
in low PRRs. The right-most curve represents a node in thee The study shows the influence that the modulation, en-
connected region, which contrary to the previous curve results coding, output power, frame size, noise floor, and channel
in high PRRs. And, the middle curve represents a node in the parameters have on the transitional region.
transitional region. o TheT (transitional region) coefficient is introduced as a

For the curve in the transitional region, the probability that means to compare thguality of the link for different

environments. The smaller the coefficient, the better the
link. Environments with a high path loss exponenand

scenario ds (M) | de (M) a small shadowing standard deviation decrease the
Sﬂiﬂgﬁﬁimgﬂ}ﬁﬁwﬁéwer O N I' coefficient. Also, while the frame size and encoding
indoor-high-power 174 | 651 scheme influences the radius of the regions, their ré&tio (
indoor-medium-power | 6.9 25.9 coefficient) is not significantly affected.

TABLE IV

8The model assumes that the preamble is not encoded, and hence is the
same for all encoding schemes. Other radio designs may lead to slightly
different expressions.

ANALYTICAL RADIUS OF TRANSITIONAL REGION



STEP 1 : Channel Obtain parameters of the channel and use them in next step

PL(dp),n,o Can be obtained through own empirical measurements, or from some published results [10]
STEP 2 : SNR Obtain SNR~y as a function of distancé. For MICA2: —20 dBm < P: < 5 dBm, P, = —105dBm
an(d) P; — PL(do) — 10nlogio(45) = N(0,0) — P

(d)
STEP 3 : Modulation| ChooseP. according to the modulation used, inse(id) not in dB, i.e.10 ~5 , and convert frorr% to RSSI
by inserting the appropriate bit data raeand noise bandwidtt

_2(d) BN d
ASK noncoherent [exp™ "2 R +Q(\/«,(d)—3é\’ )] coherent:Q(\/—”g)—BR )
(@ B
FSK noncoherent: exp~ 5 R coherent:Q( V(d)iB]%j )

B
PSK binary: Q(y/2(d) 22" ) differential: 1 exp~7() 7"
STEP 4 : Encoding | Choose packet reception ratéd) according to the encoding scheme, frame and preamble lengths

NRZ (1— P.)8(1 — P.)8U-D

4B5B (1—P.)8¢(1 - pe)g(ffe)ms)

Manchester (1— pe)SL’(l _ pe)S(f—Z)Q.O

SECDED (1— P.)3((1 — P.)® +8P.(1— P.)7)(/=03.0

TABLE V
THEORETICAL MODELS FOR THELINK LAYER

« Even with a perfect-threshold radio, the transitional re- Low-Power Wireless Sensor Networks”. UCLA CS Technical Report
gion still exists so long as there are multi-path effects, YCLA/CSD-TR 02-0013, 2002.

: . . . [)2] J. Zhao and R. Govindan. “Understanding Packet Delivery Performance
However, we hypothesize that radios with mechanisms t0" i, pense Wireless Sensor Networks”. Sensys '03.

combat multi-path effects, such as spread-spectrum angl A. Woo, T. Tong, and D. Culler. “Taming the Underlying Issues for

diversity techniques, can reduce the transitional region. _ Reliable Multhop Routing in Sensor Networks”. SenSys '03.
. . g] A. Cerpa, N. Busek, and D. Estrin. “SCALE: A tool for Simple
Even though interference was not studied, the channel’ connectivity Assessment in Lossy Environments”. CENS Technical

model can be used to considBr signals of non-intended re- Report, September 2003.

i ; ; ; ; D. S. J. De Couto, D. Aguayo, J. Bicket, and R. Morris. “A High-
CEIVers a.s n0|s_e. For scenarios where the traffic ?md Comentl% Throughput Path Metric for Multi-Hop Wireless Routing”. ACM Mobi-
are relatively light; a very reasonable assumption for many com, september 2003.

classes of data-centric sensor networks, the presented moflD. Kotz, C. Newport and C. Elliott. “The mistaken axioms of wireless-

provides an accurate estimate of the links’ quality. However network research”. Technical Report TR2003-467, Dept. of Computer
' Science, Dartmouth College, July 2003.

a more d(?ta"e‘j StUdy. is neef:ie‘d to acgurately qyantify thﬁ] G. Zhou, T. He, S. Krishnamurthy, and J. Stankovic. “Im- pact of radio
impact of interference in the different regions for high-traffic  irregularity on wireless sensor networks”. MobiSys "04.
networks [8] A.Cerpa, J. L. Wong, L. Kuang, M. Potkonjak and D. Estrin. “Statistical

. . . Model of Lossy Links in Wireless Sensor Networks”. CENS Technical
Our work focused on the spatial variation of the link and  report 0041, Xpr” 2004.

we did not consider the time domain. We believe that in statif®] D. Lal, A. Manjeshwar, F. Herrmann, E. Uysal-Biyikoglu, A. Ke-

nvironments (i.e. static nodes. and n namic obiects aroun shavarzian. “Measurement and Characterization of Link Quality Metrics
€ onme ( €. sta des, dno dy C Objects arou d in Energy Constrained Wireless Sensor Networks”. Globecom 2003.

them) time variations are mainly due to fluctuations in thgqo; k. sohrabi, B. Manriquez, and G. Pottie. “Near Ground Wideband Chan-
thermal noise of the radios. Then, the time variations could nel Measurement”. Vehicular Technology Conference IEEE, volume 1,

be modelled by a gaussian distribution of the thermal nois[if1 pages 571-574, 1999.

h | h . fl f h S.Y. Seidel and T. S. Rapport. “914 MHz Path Loss Prediction Model for
and use these samples as the noise floor for each packet, |nqoor wireless Communication in Multi floored Buildings”. In IEEE

instead of the deterministic value assumed in this work. For Transactions on Antennas and Propagation, volume 40(2), pages 207-
more challenging dynamic environments, richer time-varyi 217, February 1992.

. 9 g y . . . y rng] H. Nikookar and H. Hashemi. “Statistical modeling of signal amplitude
fading models will be required; for exar.np-le, developing good  tading of indoor radio propagation channels”. 2nd International Confer-
models for the correlated temporal variations of fkig term ence on Universal Personal Communications, 1993. Vol 1, Pages:84-88.

in the Iog—normal Shadowing model. We would also like I&S] Theodore S. Rappapport. “Wireless Communications: Principles and
Practice”. Prentice Hall.

EXter‘d our mOde”ing_and analysis to more sophisticated rad'[% Chipcon. CC1000 low power radio transceiver, http://www.chipcon.com.
that implement techniques such as spread spectrum and multi-

antenna diversity to combat fading effects.
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