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Abstract—Wireless sensor networks consisting of large numbers
of inexpensive energy-constrained nodes are an area of emerging
networking research. Routing algorithms in these networks are
required to provide tolerance to temporary or lasting faults in
individual devices. The conventional methodology is to set radio
transmit powers to the minimum levels required for connectivity
and use multipath routing to provide robustness. We show in this
paper through an analytical example and detailed simulation re-
sults that using a single path routing scheme with higher transmit
power can also be an energy-efficient solution for robustness to
node failures.

I. INTRODUCTION

Wireless sensor networks consisting of large numbers of in-
expensive energy-constrained devices are expected to find a
wide range of applications from vehicle tracking to habitat
monitoring [1], [2], [3], [4]. Although sensor networks are pri-
marily static in nature, the use of inexpensive devices is likely
to result in higher rates of failures for individual nodes. It is
therefore important for routing algorithms in this space to pro-
vide tolerance to such failures in an energy-efficient manner.
This is the subject of our work.

One basic solution for robustness that has been proposed
with several variations is multipath routing: the use of multi-
ple disjoint or partially disjoint routes to convey information
from source to destination.

There is considerable prior literature on multipath routing
techniques which date back to work pertaining to the telephone
system where they are used to minimize call blocking. The
solutions for multipath routing in all kinds of networks have
primarily aimed at providing a set of low-cost disjoint paths
between the source and destination [12], [13], [14]. In recent
years there has been a focus on multipath routing in mobile ad-
hoc networks (MANETSs), where the primary concern is path
failure due to mobility. For example, alternate path routing is
investigated in [7] as a mechanism for load balancing and pro-
tection against route failure in MANETSs. An on-demand mul-
tipath routing scheme is proposed in [8] as a means to reduce
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query floods. An efficient heuristic scheme for selecting multi-
ple reliable paths in MANETS is presented in [10]. Multipath
algorithms for wireless networks are also proposed and stud-
ied in [6]. In the specific context of wireless sensor networks,
the Directed Diffusion algorithm [5] is a routing protocol that
allows for multiple alternate paths to be maintained by setting
appropriate gradient levels. Partially disjoint multipath routing
schemes described as “braided multipath” schemes for wire-
less sensor networks are studied in [9]. The energy-robustness
tradeoff is also studied in [9], but with a focus on distinguish-
ing between complete disjoint multipath routing and the braided
multipath scheme.

The basic idea behind multipath routing is fault-tolerance
through redundancy. An alternative philosophy for fault-
tolerance is to minimize the number of failure modes by re-
ducing the number of intermediate nodes prone to failure. In
sensor networks this can be done even with single-path routing
algorithms utilizing higher transmission ranges. We will show
in this paper that there are in fact situations in which this al-
ternative strategy is superior to multipath routing in terms of
energy-efficiency.

The rest of this paper is organized as follows. In section
II, we consider a simple scenario involving a network of five
sensor nodes and perform some analytical calculations on the
energy and robustness metrics associated with various routing
configurations. The example yields insight into why single path
routing with higher transmit powers can potentially be a more
energy-efficient mechanism for providing robustness. We then
turn more detailed simulations involving 50 sensors. The ex-
perimental setup for these simulations is described in section
III. The results from these simulations are then presented and
discussed in section IV. We conclude with a brief discussion in
section V.

II. ILLUSTRATION

We begin our exploration of the energy-robustness trade-
offs by considering a simple, small configuration of five sensor
nodes. The nodes are placed as seen in figure 1.

Each of the configurations shown in figure 1 represents a pos-
sible way to route information from the source to the receiver. If
we assume that nodes can only communicate with other nodes
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Fig. 1. Illustration of Different Routing Schemes for a Sample Configuration of Five Nodes
Routing Scheme H | Minimum Radius Ry Energy Cost Efy Ey (e« =2) | Eg (e =4) | Robustness I
H, d 3d* 3d? 3d* (1-p)?
H, d 4d* 4d° 4d* (1-p)(1-p?
Hs dv2 2(dv/2)* 4d? 8d* (1-p)
H, dv'2 3(dv2)* 6> 12d* (1-p)
H; dv/2 4(dv/2)* 8d? 16d* (1-p)
Hq 20+ 1/VD | 320 +1/v2) | 1028 35.0d" (1-p?)
H 20+ 1VD | ady20+1/v2) | 187 46.6d" (1-p®)
Hs d(1+v?2) (d(1+v?2)* 5.2 34.0d" 1

TABLE I

ENERGY AND ROBUSTNESS MEASURES FOR ALTERNATIVE ROUTING CONFIGURATIONS

within a common radius R, then there is a minimum radius re-
quired for each routing configuration to be possible. This is
shown in the second column of Table I. We assume that the
energy required to transmit on a link is R, where the path loss
exponent « is typically between 2 to 5 (for dense networking
situations it is closer to 2).

We define an energy metric for each routing scheme H as
follows: if the minimum common transmission radius required
for it is Ry, and my transmissions are required, then the en-
ergy cost for the scheme H is considered to be my R%;. Note
that this metric charges each transmitting node the same energy
cost irrespective of the number of neighbors that are receiving
the information. The corresponding energy metrics for each
scheme are shown in the third column of table I. For clarity, the
numerical solutions are provided for « = 2 and @ = 4 in the
adjoining columns.

For studying the effect of robustness to node failures we use

the following model: we assume that each intermediate node
(i.e. a node that is not the source or the destination) is liable
to fail independently with probability p, and for simplicity we
assume that both the source and the destination nodes are guar-
anteed to be working. The robustness metric Il corresponding
to the routing scheme H is the probability that a message sent
from the source can reach the sink given these independent fail-
ure probabilities. The calculation of this metric is in general
a difficult problem, with no known polynomial algorithm [15].
For the sample configuration, however, this is easy to solve ex-
actly as there are only three intermediate nodes involved. The
corresponding robustness metrics for each routing scheme can
be calculated to the values shown in the final column of table I.

Let us now understand the implication of these calculations.
First of all it is clear that if intermediate nodes are prone to fail-
ure then from a pure robustness perspective it is best to avoid
using these nodes entirely. This is why the scheme correspond-
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ing to the scheme Hjy is clearly the best strategy as far as ro-
bustness is concerned. However this does address the issue of
energy-efficiency.

Since we are concerned with two different objectives: min-
imizing energy while maximizing robustness, it is helpful to
make use of the notion of Pareto optimality. A routing scheme
H; is said to dominate a routing scheme Hj if it results in an
equal or greater robustness level with strictly less energy cost
or if it results in an equal or lesser energy cost with strictly
higher robustness level, i.e. if Iy, >= My,, Ex, < Eg;, or
if Ey, <= Ep,,1y, > Ily,. Routing schemes which are not
dominated by others in the set of considered schemes are said
to be Pareto optimal and constitute the Pareto set.

From Table I, we see that for « = 2, the Pareto set is
{H,Hs,Hs}. What is remarkable is that in this particular
case all the Pareto optimal routing strategies are single path
routes. The multipath routing scheme H, is dominated by Hg
which provides greater robustness for the same energy level,
and the multipath routing schemes Hy, Hs, Hg, H7 are domi-
nated by Hg which provides greater robustness for less energy
cost. Since the energy costs depend on the path loss expo-
nent o, the Pareto set is also dependent on this parameter. For
a = 4, as seen in Table I, the Pareto optimal routing schemes
are {Hy, Hy, H3, Hg }. Here again, the multipath routing strate-
gies H, and Hj are dominated by H3 because node B acts as
a bottleneck; the additional energy expenditure for multipath
does not yield an increase in robustness in these cases. It is
also remarkable that even in this higher path loss situation the
multipath routing strategies Hg and H7, which result in 2 and
3 node-disjoint paths respectively, result in higher energy con-
sumption than the high transmit power direct transmission in
scheme Hg.

Although this is a simple analytical example with a small
number of nodes and arbitrary placements, it provides an in-
sight into why multipath routing is not always the best solution
when the primary concerns are energy efficiency and robust-
ness to intermediate node failures. The Pareto optimal sets we
examined in the two cases @ = 2 and o = 3 contain the three
possible single path routing schemes.

We now turn to simulation results involving greater number
of nodes with random placement of nodes.

III. EXPERIMENTAL SETUP

For the experiments, 50 nodes are placed in a square area
with unit sides. We consider the flow of information from a sin-
gle source to a single destination. The source is placed at (0, 0),
and the destination sink node is placed at (1, 1). The simulation
is repeated 100 times with random placements for the remain-
ing 48 intermediate nodes. These nodes are placed at random in
the square, independently with a 2D uniform distribution. For
each simulation the transmission radius R within which each
pair of nodes can communicate is increased in increments of
0.05 from 0.05 to 1.5.

To test out some different single and multipath routing strate-
gies we chose to simulate the family of forward-k routing algo-
rithms that work as follows. The sink first floods a query to all
nodes in the network, and the source node responds by routing
information in the reverse direction along the paths followed by
the initial query. In the forward-k protocol, the source sends
its information to the first k£ neighboring nodes that had sent
the sink-initiated query to it. Each intermediate node also for-
wards this data to its “best” k neighbors. The forward-1 proto-
col is essentially a single shortest path routing mechanism. The
forward-2 and forward-3 protocols that we simulate are exam-
ples of braided multipath routing protocols. For comparison we
also simulate basic flooding initiated by the source. This is a
useful comparison point because of the following result:

Proposition: If the transmission radius R for a static wireless
network is fixed, the routing scheme H t1,,4 consisting of flood-
ing information outward from the source results in the optimum
robustness value. In other words, g, , = max IIg.

This result holds because the directed graph corresponding
to the flooding scheme Hf;,,4 is maximally dense in that each
directed edge and each node of the underlying topology is uti-
lized. This maximizes the robustness to node failures.

IV. SIMULATION RESULTS

As we mentioned before, much of the prior investigation into
multipath routing in wireless networks has focused on provid-
ing multiple node-disjoint paths for routing between a source
and a destination node. It is intuitive that a forward-k strategy
results in greater number of node-disjoint paths as & increases.
Figure 2 shows how the number of node disjoint paths varies
for the various schemes. It is noteworthy that the flooding is
particularly effective as far as this metric is concerned.

We now turn to our robustness metric Iy - the probability
that the source is able to send information to the sink in the pres-
ence of uniform random node failures. Figures 4 and 5 show
how this metric varies with the transmission radius for failure
rates of 5% and 20% respectively. We make two observations
from these figures. The first is that for a given transmission
radius, the single path routing mechanism does indeed provide
much lower robustness than the multipath routing schemes. The
second is that for low failure rates, the three multipath rout-
ing mechanisms all provide nearly the same level of robust-
ness. In essence the additional redundancy provided by having
more than 2 node-disjoint paths results in negligible gains in
robustness for low levels of node failures. At the failure rate of
20% there is slightly greater differentiation between the differ-
ent multipath routing schemes but one can again see the law of
diminishing returns at play - flooding provides only negligibly
greater robustness than the forward-3 routing protocol.

Thus far we have ignored one critical aspect: the energy ex-
penditure. While the multipath routing schemes provide greater
robustness for a fixed value of the transmission radius, they do,
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of course, do so at the cost of a greater number of transmissions.
This can be seen in figure 3. Flooding requires an order of
magnitude higher number of transmissions than even forward-
3, showing it is clearly not an energy-efficient mechanism for
providing robustness to node failures. This is still far from a
clear picture of the energy-robustness tradeoffs. We have two
parameters that we can tune to increase the energy and robust-
ness metrics: one is the value of k, which in effect changes the
routing structure without affecting the underlying topology. By
increasing k, we apply energy in the form of greater number of
transmissions in order to realize robustness gains through mul-
tiple paths. The second tunable parameter is the transmission
radius: even if we stick to single path routing, increasing this
parameter increases the robustness to node failures because it
decreases the number of hops, leaving fewer possible failure
modes.

Hence we plot the robustness metric with respect to the en-
ergy metric Ey = my R which incorporates both the trans-
mission radius R as well as the number of transmission m .
This is shown as scatter plots in figures 6 and 7 for failure rates
of 5 and 20 % respectively, for « = 2.

Now we have a dramatically different view. The Pareto op-
timal points are towards the top left hand corner of the scatter
plot. Towards the left hand side of the plot in figure 6, where
the energy costs are kept low, it is clear that the single path rout-
ing mechanism forward-1 provides the best robustness to node
failure. While there is a region where the multipath scheme
forward-2 dominates, the remaining schemes are all dominated.
It is clear from the plot that from both energy and robustness
perspectives it is better to transmit directly from the source to
sink than to use either forward-3 or flooding, or even forward-2
with a higher transmission range setting. Figure 7 shows the
same behavior for higher failure rates as well. If there are se-
vere energy constraints, this figure suggests that it is better to
allocate the energy to increasing transmission range, than to
transmit along multiple paths. This validates the insight gleaned
from the simple example we explored in section II.

V. CONCLUSIONS

Wireless sensor networks with large numbers of inexpensive
individual devices are particularly prone to node failures. In
several prior studies multipath routing schemes have been pro-
posed in order to provide tolerance to such failures. We studied
the issue of robustness to node failures in the particular context
of energy-starved sensor networks, and showed that the robust-
ness obtained from multipath routing can sometimes come at
too high a cost.

Multipath routing is but one mechanism for trading off en-
ergy in order to increase robustness. An alternative to routing
through many paths is the use of higher transmit powers with
fewer paths, even a single path. We showed through the sim-
ple analytical example and a larger set of simulations that, de-
pending on the constraints, this may be a more energy-efficient

mechanism for robustness to node failures. In any case, wire-
less sensor network designers would be well advised to consider
using higher transmission powers in order to boost robustness,
in addition to multipath routing.
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